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Abstract context-sensitive derivation structures (Kuhlmann
and Mohle, 2007); the frequency of non-context-
free structures in these treebanks is estimated in
Nivre (2006) and is similar to the frequency of
such strucures in TIGER and NeGra (Maier and
Sggaard, 2008). The HPSG treebanks (Redwoods
and BulTreeBank) also contain context-sensitive
derivation structures (and beyond). The obvious
question to ask now is: Are there less complex log-
ics that can be used to correct and query context-
sensitive treebanks?
This paper introduces a polyadic modal logic
can also be used in heuristics-based pars- called decharge Iogic Its model (_:he_cking prob-
ing. lem can be sol\_/ed in low polynomial t_|me; a model
checking algorithm is spelled out. It is shown that
1 Introduction decharge logic captures context-sensitive nonlocal
multicomponent tree-adjoining grammars (MC-

A polyadic dynamic logic is introduced in
which a model-theoretic version of nonlo-
cal multicomponent tree-adjoining gram-
mar can be formulated. It is shown to
have a low polynomial time model check-
ing procedure. This means that treebanks
for nonlocal MCTAG, incl. all weaker ex-
tensions of TAG, can be efficiently cor-
rected and queried. Our result is extended
to HPSG treebanks (with some qualifica-
tions). The model checking procedures

First order logics and monadic second order log ) ]
ics have been used to query standard treebanks EP‘GS) (Becker et al., 1991) in the following
context-free derivation structures (Kepser, 2004)S€nse: For each non-local MCTAG, there ex-
The model checking problems for both IogicsIStS a dechargg IoguD sgch_tham € .L(G> if
are known to be PSPACE-complete (Blackburn>Y/-M Fp w, i.e.if astring is recognized by the
et al.,, 2001), however. Moreover, treebanks ar@ra_mmarG it is satisfiable in the correqundmg
now being constructed that replace context-fred®9iC. D is thus a model-theoretic characterization

derivation structures with context-sensitive ones,0 ) . .

incl. The Prague Dependency Treebank (Etajé Nonlocal MCTAG is context-sensitive, but
et al., 2001), The Danish Dependency TreebanRot mildly context-sensitive (Rambow and Satta,
(Buch-Kromann, 2007), The LinGO Redwoods 1992), and its fixed and universal recognition

Treebank (English) (Oepen et al., 2002), and gylProblems are NP-complete. Head-driven phrase
TreeBank (Simov et al., 2004). structure grammar (HPSG) (Pollard and Sag,

Maier and Sggaard (2008) show that even Ger;994) is strictly more expressive, i.e. it is possi-

man standard treebanks such as TIGER and NeGEAe to Ireconstruct ngnlocal MCTAGE N the(';PSG
contain mildly context-sensitive derivation struc- ormalism (Segaard, 2007). In other words, ev-

tures. The dependency treebanks also use miIdI?ry nonlocal MCTAG is, formally, a HPSG. This

o o checki dure described in thi doesn't tell us much, since, formally, most things
€ model checking proceaure aescribed In IS pa- . : : _
per uses constructs from a model checking procedure in?re HPSGs: most formalizations of HPSG are Tur
troduced in joint work with Martin Lange. Thanks also to ing complete (Hegner, 1996). Even the model
Laura Kallmeyer, Timm Lichte and Wolfgang Maier for in- checking problem of the standard logical formal-
troducing me to various extensions of tree-adjoining gram-._ _ .. . .
mar. incl. nonlocal MCTAG. ization of HPSG — known as relational speciate
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Verifying context-sensitive treebanks and heuristic parses in polynomial time

reentrant logic (RSRL) (Richter, 2004) — is un- by ¢) from the current state to a state in the deno-
decidable (Sggaard, 2007). HPSG is captured itation of p. The relation indeces are called labels
the above sense (with some qualifications) by arfLabels), and the propositional variables are called
extended version of decharge logic whose modehtoms Atoms). The syntax of basic modal logic
checking problem remains low polynomial time over a signaturélLabels, Atoms) is:
solvable (Sggaard and Lange, 2009). o 60 = plon || (a)
Note on style: Knowledge of tree-adjoining .
: . wherea € Labels andp € Atoms. [a]p =
grammar and HPSG is assumed for brevity. In-
L S —(a)—¢ for all a € Labels.
stead a more detailed introduction is given to the L ) . . .
: . .~ Semantics is defined in terms of satisfaction
concepts from modal logic used in decharge logic., . ~.. )
. -~ definitions over Kripke models (henceforth, mod-
See Joshi and Schabes (1997) for a recent intro-
duction to tree-adjoining grammar. Since the pa—eIS)M = (W, {Rq € a € Labels}, V) whereW
J ' ia a finite set of states (or worldsk, C W x W,

er covers some ground, proofs are only presente ) ,
Zs informal proofiketcheg yp andV : Atoms — 2% a valuation function. The

In general, the point of the paper is to present's at|sfi?t|or;def|mtmns::}e( ‘r’)‘s follows:
decharge logic and its extension and to argue that »s F’u;mf; iff xﬂw é)(b& M,w =
these logics may be relevant for natural language M, wl~¢ iff M wl~¢

processing. The technical results are sketched, % = (0¢ iff ' Ra(w,w') & M, w' |= ¢
but only informally. No motivation is provided EXample 2.1. The model

for the move to context-sensitive formalisms itself. 0:p,—q

The point is simply:if you want to use context-

sensitive treebanks and query them, decharge logic 1:p,q 2:7p,~q

has better computational properties than the other
logics proposed in the literature for linguistic the- . . )
ories such as nonlocal MCTAG and HPSG. The_ with all edges 'n_Ra' except(2,3). € Ry, satis-
model checking algorithms can also be used irfi€S the formulas (iYb) T — (b)q, since all edges
heuristics-based parsing. Since neither nonlocd! £ ead 10 states in the denotationgfand (i)
MCTAG nor HPSG has efficient parsing proce-ﬁ[a}ﬂq' since not all edges |Ra_ lead to states in
dures, real-life parsing will typically be heuristics- (€ complement of the denotation ¢f

based. A derivation structure is guessed (though Clearly, basic modal logic is not powerful
not in a completely arbitrary fashion), rather thanenough to capture HPSG, since modal logic has
derived, and model checking can be used to checthe tree model property (Blackburn et al., 2001),
if the derivation structure satisfies whatever lin-i.€. if there exists a model that satisfig# is pos-

guistic principles not guaranteed by the heuristicssible to unravel this model into a tree. Since reen-
trancies are used discriminatively in HPSG, it is

2 Decharge logic clear that any logic that has the tree model prop-
erty is too weak to capture HPSG. The reason that
) T ) basic modal logic is too weak to capture nonlocal
The logics covered in this brief introduction are all \ycTAG is more subtle. Basic modal logic is in-
modal extensions of propositional logic. Propo-yariant under generated substructures (Blackburn
sitional logic is the classic logic over proposi- gt 51, 2001), i.e. i is true in all states of a model
tional variables and Boolean connectives. Bayjs also true in all states of a submodel (by the tree
sic modal logic extends propositional logic with odel property also a subtree) generated in one of

3:-p,q

2.1 Modal and dynamic logic

monadic operators;, ©;, . .., or ina notatjonal those states. Since set saturation, used in both non-
variant (i), (j), - -, kn“own as diamonds™ and |oca) MCTAG and HPSG, relies on an “upwards
their duals known as “boxes” (writte;, 0j,. .. query”, i.e. if a set (labeled by SOMREATURE in

or [i],[j],...). See Blackbum et al. (2001) for the case of HPSG) is introduced in a statethen

an introduction. The monadic operators introduce,, myst be dominated by a state with an empty set
binary relations. The diamonds intuitively mean (labeled by SOmMEEATURE in the case of HPSG),
“there is a relation from the current state to a stat€ is clear that any logic that is invariant under gen-

for which it holds that”.  For example, the for- erated substructures is too weak to capture nonlo-
mula (i)p means that there is a relation (indexedcg| MCTAG (and HPSG).
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Propositional dynamic logic (PDL) is an ex- slight extension of PDL, nhamely PDL with inter-
tension of modal logic in which it is possible section, has been proposed for simpler unification-
to do up- and downwards indeterministic queriesbased formalisms and basic tree-adjoining gram-
such as “somewhere down/up the model it holdsnar (Keller, 1993; Blackburn and Spaan, 1993).
that’. The syntax of PDL over a signature The extension simply adds a clausen 3 to the
(Labels, Atoms) not only defines a set of formu- syntax of programs with semantics:
las, but also a set of prograrTﬁ%rograms. Dia- Rary = RaNRg
monds and boxes can now be indexed by programs

rather than just labels, and relations are induced PDL with intersection does not have the tree
over models: model property, since, for exampléa N b)T

. is not satisfied by any tree-like model. The
= /\ —
f{ﬂé - f|| j| Oj{}ﬁ' | i)*| |<Z>C¢J)ﬁ a1 ¢ model checking problem for PDL with intersec-

) tion can be solved in linear time (Lange, 2006).
wherea € Labels andp € Atoms. The satis-  consequently, querying simpler unification-based

faction definitions are the same as for basic modgleepanks and treebanks based on tree-adjoining
logic, except the last clause is generalized to Programmar can be done in time linear in the size of
grams. structures and in the length of queries.

M,w = {a)¢ iff Fw' Ra(w,w')& M,w' = ¢' PDL with intersection is not powerful enough
to capture the kind of set saturation found in non-
local MCTAG and HPSG in an intuitive waly.
Decharge logic is an extension of PDL with inter-
section specially designed for this purpose. The
standard logic for HPSG, which is adequate for

Each programy, as already mentioned, induces
a relationR,, over a model with state$V that is
inductively defined:

R. = {(w,w)]|seW} : )
Rap = {(w,w)|3(w,v) € Ra & (v,w') € Rz} ~ Nonlocal MCTAG too by the general inclusion re-
Row = Uy Ry W. Rgo = Re& Rorin = Ryon sult (Sggaard, 2007), as already mentioned has
g”w” - ﬁ‘;uv?‘f (0,10) € Ra} an undecidable model checking problem. So the
R = {ww)| Mw e 6} main result of this paper is that decharge logic

is adequate for nonlocal MCTAG and (with some
qualifications) HPSG and has a low polynomial
time model checking procedure.

Intuitively, € is the empty transitiong; 3 is
compositiona™* is Kleene closureqy U 3 is union,
a~!is converse ang? is a test.

Example 2.2. The model 2.2 Decharge logic
0:-p,—q Decharge logic is a polyadic extension of deter-
ministic PDL with intersection in the following
L:p,—~q 2:7p,—q sense. Our signatures are as usual. Our models,
however, differ a bit from ordinary Kripke mod-
3:p:q els.

with all edges inR, satisfies the formulas (i)
—[a*]p, since0 ¢ V(p), and (ii) (a)q, since any
state dominates a state in the denotation. of

Definition 2.3 (Semi-deterministic polyadic
Kripke models) A semi-deterministic
polyadic Kripke model (SPKM) is a tuple
Note that PDL is not invariant under generatedy; — (w, {R. | a € Labels}, V) such thatW is

substructures. The formulga®)~")p, for exam- 3 set of worlds or states. Lé&t = {(s1, ... s,) |

ple, is true in the model: Vi =1,...,n¥j =i+ 1,...,n.5 # s;} be
0:p the relation consisting of all tuples of worlds
— T without multiple occurrences.  Furthermore,

1:=p 2:-p for eacha € Labels, R, C R; is a polyadic
\B'Mp/ relation over W. All atomic programs are

ith all ed in? but not i fit Given a specific treebank, the maximum set size can be
with all edges Inf,, but notIn any of ItS Proper. gyeq | this case, PDL with intersection may suffice as a

generated submodels. PDL still has the tree modedbgical query language, albeit less intuitive, but gerigiials

property and is thus not adequate for HPSG (noEOt expressive enough. Finally, such a trick is not possible
. euristics-based parsing.

as a stand-alone logic for non-local MCTAG). A
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required to be deterministic, i.e. wheneverordinary polyadic modal logic (Blackburn et al.,
{(s,t1,...,tn), (8yu1,...,um)} € R, for some 2001) known to be solvable in tim@ = (|M’| x

a € Labels thenn = m andt; = wu; for all  |¢|) (Lange, 2006). Overall this gives an upper
i=1,...,n. Finally V : W — 2Atms interprets  bound of O(|¢|> x |[W|*) on the time needed to

propositional variables in worlds. perform model checking for decharge logic.

Note that labels are not associated with a partics, 3 Extended decharge logic

ular arity. Relations may contain tuples of differ-

ent lengths, since they will be used to encode SeII()echarge logic is not rich enough to cover all the
values in nonlocal MCTAG and HPSG. basic constructs in HPSG (Pollard and Sag, 1994).

Extended decharge logic bridges this gap (in part)
without changing the worst-case complexity of the
model checking problem. Formulag,)) and
programs ;) of extended decharge logic over a

Definition 2.4 (Syntax of decharge logic)For-
mulas ¢, v) and programsd;) of decharge logic
over the signaturélLabels, Atoms) are defined as:

$¥ = ploAY| ¢ | (@)(er,...,0n) signature(Labels, Atoms) are defined as follows:
al,aa = elala;alfBi|arUaz|arNas
| &(v,a,a3) ¢t = ploAv|-¢|(a)(@i,... én)
Br,f2 = elalBiUp: a2 = el|lalana|Bi|larUaz | arNas |
i = elalvisa ai Maz | app(71,72,73,74) |
@(’*/1,(1,0[1)
wherea € Labels andp € Atoms. BB = elalBUB
© is called the decharge operator. The seman- v = elalwia

tics of the PDL operators are as usual, but over Wherea ¢ Labels andp € Atoms. Note
SPKMs, and the relation induced by the dechargéhat two new operators are introduced, namely

operator is defined as follows: M and app. Ranp is defined as{(w,w’) |

Iw,v1,...,0,) € Ryand3I(w,uy,... uy,) €

Re(ﬂlac"Z«D‘S) = {(w, 01, V1, Vi1, -+, Un) | .Rg,ai’.j_w/ =v; = u]'}, while Rapp(al,az,ag,m;)

I(w,w’) € Ray, I(w',v1,...,vn) is defined as{(z,%1,---,9m,21,---,2n) €

€ floz 3w 0y) € flo Ri | Vi,j30,a" (¢, 55) € Ry (2",%) €

© is acomplement operator that nondeterminis-Rr,, , (z,...2’...) € Ra,,(z,...2"...) €
tically removes an element from a list. Intuitively, R (z,%1,...,%m, 21, .., %) € R;}.

a1 is a pointer to somewhere in the structuke,is Intuitively, the append operatomgp) works

the set value at the node that is pointed out,@nd this way: «; and a3 are pointers to nodes in a
the place where we put the element that has beefeature structure. The operator then takes the ar-
removed.N can then be used to place the new setqguments of, and oy at the nodes to which the
221 Model checking pplnters Iead_, and conjoins them_. In a sense, t.hIS
I’glves us a virtual list value, a list value that is

'(Ij’herr]e eX||s ts_ a rr]n odel ch«teckmg proc?dgtre_ f(,) nowhere in the derivation structure; the notion of
ec aQrge ogic Whose ".Vors -c_ase COMPIEXILY IS INiryal lists and sets is similar to the notion of a
O(|o]* x |W|*) whereg is the input formula and

W the world set of the SPKM. The proof goes as
follows:

Let M be a SPKM with world setW and ¢
a decharge logic formula. First find all subfor-
mulas of the forma(y)) in ¢. This can be done
in time O(|¢]). Then for each subformula com-
pute the relatiorR?, over M. This can be done in
time O(|a| x |[W|*) by Lemma 5.4 in Sggaard and
Lange (2009). Addr,, to M under a new atomic
program name,, in time O(|W|?) (the bound on
the size of the new relations). L&’ be the re-
sulting SPKM, and lety’ result from¢ by replac-
ing every{a)¢ with {(a. )¢ in a bottom-up fashion.
Now M, w = ¢ iff M',w = ¢/, andM’ ,w | ¢/
is an instance of the model checking problem of

chain in Richter (2004), albeit a very restricted
one. The intersection operator is used to place this
virtual list value somewhere in the structure. In
extended decharge logic, lists are used as canoni-
cal representations of sets. The even richer logic
in Sggaard and Lange (2009) represents all lin-
earizations of sets in models, but has a PSPACE-
complete model checking procedure.

The low polynomial time model checking pro-
cedure can be extended to this extension of
decharge logic, as shown in Theorem 5.5 in Sg-
gaard and Lange (2009). Consequently, the new
operators do not add to asymptotic complexity.
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3 Nonlocal multicomponent grammar with the auxiliary tree set:
tree-adjoining grammar S S s
Multicomponent tree-adjoining grammar (MC- A , A

a S* b S* ' ¢ S*

TAG) (Becker et al., 1991) is an extension of tree-
adjoining grammar in which adjunction is simulta-
neous adjunction of all trees in a finite set (of fixed
size) of auxiliary trees rather than just adjunction
of a single tree. Tree-local and set-local MCTAG
impose further restrictions on adjunction, while
nonlocal MCTAG imposes no further restrictions.
MCTAG was primarily invented to implement

and the initial tree:
S

€

This grammar generates the MIX language
which according to Marsh’s conjecture is not even

analyses of scrambling in languages such as Geft indexed language. Tree-local MCTAG, on the
man (Becker et al., 1991) and Korean (KallmeyerPther hand, is weakly (but not strongly) equiv-
and Yoon, 2004). A recent alternative to MCTAG alent to tree—.alldjomlng grammar and thus mildly
uses tree tuples rather than sets (TT—MCTAGfomeXt'sens't'Ve'

(Lichte, 2007), also motivated by scrambling phe-3 5 \odel-theoretic characterization
nomena.

The key idea in all these analyses is to factorizéa‘ model-theoretic version of nonlocal MCTAG in

the verb and its complements into different auxil- VNch @ grammar is a set of axioms in decharge

iary trees that can then be permuted in derivationIrOQ!C’ Iagd th? I?nguage IS tthi.sgf OT strlngs w?ose
For each verb with its complements a new tree sepgical descriptions are satisfiab'e i conjunction
with the grammatr, is briefly sketched.

is adjoined. ) .
The first step of the reconstruction of nonlocal
3.1 Computational complexity and MCTAG in logical terms is similar to the model-
generative capacity theoretic characterization of tree-adjoining gram-

Rambow and Satta (1992) present a proof tha@" in Keller (1993).. Consider the transl.atio.n of
the fixed recognition problem of nonlocal MC- & €@se of adjunction in below, presented in Figure
TAG is NP-hard, generalized to a few restrictegl IN the more readable AVM notation known from

variants in Champollion (2007), while Sggaard et1PSG and also used in Keller (1993), Blackburn

al. (2007) present a (weaker) proof of the Np-2nd Spaan (1993) and Richter (2004), i.e. AVMs
hardness of the universal recognition problem thaf2": if We ignore the issue of underspecification
is generalized to all variants of MCTAG. It follows for now, be seen as deterministic Kripke models
from the linear upper bound on the size of deriva-(Blackburn and Spaan, 1993).

tion structures that the universal recognition prob- S + VP

lem can also be solved in nondeterministic linear " “~_ PN
space, which also implies that nonlocal multicom- NP VP Vv S
ponent tree-adjoining languages can be recognized | N | N
by linear bounded automata. Since any language Bill ~ V NP knows NP VP,
that can be represented by a linear bounded au- | | |
tomaton is context-sensitive (Landweber, 1963), it knows Moira Bill
holds that nonlocal MCTAG is context-sensitive. = S

It also follows from the result obtained in this pa- T

per, namely that model checking can be done in NP VP

low polynomial time, that the universal recogni- | T

tion problem is in NP and thereby NP-complete. It Bill \|/ S

is possible to nondeterministically guess a deriva knows NP vp

tion structure linear in the length of the input string | P
and verify it in low polynomial time. Bill v NP
On the other hand it is easy to prove that non- | |
local MCTAG is not mildly context-sensitive; see

- knows Moira
also Rambow and Satta (1992). Consider the
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<
IDTRS

IDTRS

[caT S T+ [carvp 1=
CAT NP CAT S
IDTRS<Bi||> ' CAT NP
CATV
CAT VP DTRS , IDTRS< Bill> '
IDTRS< knows> IDTRS
IDTRS CATV > CAT VP
IDTRS<kr‘IOWS> > iDTRs 1

CAT NP
|:IDTRS< Moira>:|

[caT VP

[CAT S

[cAT S

CAT VP

o[t o o s

o o ) e

CAT NP
|:IDTRS< Moira>]

Figure 1: Adjunction in AVM notation

The idea behind the translation is that we dupli-straints over a set of legitimate derivation struc-
cate trees. So we have an initial constituent structures. The inheritance hierarchy is formally sim-
ture embedded undepTRrs that adjunction can ple and can be reconstructed in propositional logic
modify; if no adjunction takes place, theTRs (Moens et al., 1989). Consequently, the tricky part
and DTRS tree structures are unified. The ax-is the linguistic principles. The main challenges
iomatization of TAG is such that every node in aare set saturation, covered in extended decharge
model must be either a terminal node, an adjunclogic by the decharge operator, and union of sets.
tion site oribTRS andDTRS must be unified. See Note that set union cannot be expressed by the
Keller (1993) for details. decharge operator.

The trick is now to introduce an additional fea- Example 4.1. An example of a linguistic princi-
ture TSET to encode sets of auxiliary trees. Theple in HPSG that uses set union is the Nonlocal
decharge operatot is used to nondeterministi- Feature Principle (Pollard and Sag, 1994):
cally remove auxiliary trees from these sets one  For each nonlocal feature, the&HER-
at a time in derivation. Saturation is ensured by  |Tep value on the mother is the union
the converse operator, as already described above. of the INHERITED values on the daugh-

ters minus theo-BIND value on the head

daughter.

In Pollard and Sag (1994), there are three non-
HPSG (Pollard and Sag, 1994) is a popular, butocal features OMNHERITED, SLASH,QUE,REL.

very complex deep grammar theory or, perhap§L:L Related formalizations

more adequately, a complex deep grammar archi- ] . .
tecture. Its earliest version was unification-basedR€@Pe (1994) formalizes an earlier version of
but this is no longer the case. It s, unlike nonlocal{PSG in terms of a quantified hybrid logi" .
MCTAG, supposed to be model-theoretic. ConseX " 1 @n extension of propositional logic with
quently, logical formalizations already exist. Con-27Y modalities, nominals and quantification over

ventionally, an HPSG grammar is defined as a tufominals. Nominals are a subset of the set of

ple ((Types, =), Principles), where(Types, C) is propositional variables that only denote singleton

the inheritance hierarchy, a finite bounded comSubsets in amodel. Quantification is similar to first
. - . . i ++ i i

plete partial order, an@rinciples is a set of lin- Order logic. L7 is a polyadic version of H).

guistic principles. The linguistic principles corre- S€t union is implemented in a first order theory of

spond intuitively to generative rules, but are con-S€tS- The model checking problem is obviously
PSPACE-hard.

4 Head-driven phrase structure
grammar
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(Hegner, 1996) defined a decidable extension

of the Schonfinkel-Bernays class as a formaliza- "9PN" = (elem(S(e,m dtrs; hd-dtr;synsem

nonl ocal ; t o- bi nd; f )N

tion of HPSG. In this logic, quantifiers or variables synsem nonl ocal ;
are typed relative to the inheritance hierarchy, and inherited;f))T
prefixes of the forn,3; are allowed ifft,t are  with (elem(m N app(al | -dtrs,

incompatible types.The logic is clearly more ex-synsem nonl ocal ;i nherited;f, ee€))T
pressive than the Schonfinkel-Bernays class, buand 7 € Labels. F is a placeholder for the
it does not capture strong welltypedness (Carperronlocal featureSLASH,QUE,REL.
ter, 1992). Consider, for instance, the HPSG-style See Sggaard and Lange (2009) for more exam-
strong welltypedness condition on phrases: ples. Our qualifications, mentioned multiple times
in the above, are also made precise in Sggaard and
Var.hd-phi(z) — 3y head-di(z, y) Lange (2009). There are a few somewhat contro-
saying that a headed phrase has a head daugfersial HPSG principles, i.e. the Trace Principle
ter. The trouble is that a head daughter can itseljnd the Binding Theory, that do not seem to be

be a headed phrase, so this condition cannot bgefinable in extended decharge logic.
expressed in the logic of (Hegner, 1996). In gen- _
eral, no decidable standard prefix-vocabulary clasé Conclusion

of first order logic characterizes the deterministic,-l-his paper introduced a polyadic dynamic logic
F:onnected and strongly welltyped structures usegalled decharge logic and an extension thereof
In HPSG (Sﬂgaard, 20(.)7)' . to provide query languages for context-sensitive
. The logic proposed m_Rllchter (_2004)’ RSRI"treebanks, e.g. treebanks with non-projective de-
is an extension of description logic with global pendency structures, incl. the Prague Dependency
guantification similar to what can be obtained inTreebank and the Danish Dependency Treebank

PDL with intersection t_)y(al U...Uan)” With the LinGO Redwoods Treebank and the BulTree-
Labels = {a4,...,a,}, i.e. the master modality.

RSRL is much more complex than PDL withinter- 6 query tools for treebanks include Cor-

ISEC“_O”k’ though-b'” fa‘;t "?dmg’lde' checking Pﬁb'pussearch, ICECUP Il (Wallis and Nelson, 2000)
em is known to be undecidable. Sets are still dez, TGrep2, but as pointed out by Kepser (2004)
the query languages used in these tools are

h A forc+ and 4 not even expressive enough to perform arbitrary
thereof) for L™ and RSRL are presented in Sg- ., arjes on context-free derivations. They are, ac-

_gaard+(5007). PSPACE-hardness of model Ch_eCkéording to Kepser (2004), all subsumed by the
ing £ and RSRL can be proven by reduction existential fragment of first order logic. Other
of G_eog_rgphy (Ge_xrey Qnd Johnsorj,_ 1979), the Uhore expressive logics that have been introduced
decidability of satisfiability by the tiling problem, = 1o octerize context-sensitive grammar for-
and the undecidability of model checking RSRLmalisms (Reape, 1994: Richter, 2004) have model
can be proven by the Post correspondence IorOt%hecking procedures with exponential runtime. It
lem. . ~was shown that decharge logic and its extension

Thipam dlﬁereqce between de.charge IOg"‘“have low polynomial time model checking proce-
gndﬁ . and RSRL IS th_at sets are first class Cgures. The two logics thus make querying context-
izens in decharge logic, i.e. sets of tuples denOtegensitive treebanks feasible.

by relqtions of \./ariablle arity. This complicates Using decharge logics for querying treebanks is
the Io_glcal machlnery in some respects, but meang; oy to using more common query tools. Say
that first order machln_ery that leads t_o PSPACE’chefollowing is a sentence in a treebank in TGrep2
complete model checking, can be avoided. input format:

4.2 Model-theoretic characterization (TOP (NP (NP (NN Budget)) (VP (VBD
i ncreased))))

composed as in the first order theory of sets.
The relevant complexity results (and proofs

Here is possible formalization of the Nonlocal
Feature Principle in Example 4.1 in extended In TGrep2, the following three lines of text are
decharge logic in the feature geometry in Pollardexamples of queries:

and Sag (1994) (vwhd-dtr = headed daughter): () NP << NN
(i) NP < NN
(i) NP I < NN
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i) matches all nodes labele at domi-Stephan Kepser. 4. Querying linguistic treebanks wit
tch Il nodes labeled by NP that d Steph 2004. Q | banks with
nate a node labeled by NN (2 nodes); (ii) matches monadic rfe:;)”g';’rzgelh‘g%‘;;g&'gi%;i‘?%ouma' of
all nodes labeled by NP that immediately dom- gie, -anguag ’ '
inate a node labeled by NN (1 node); and (iii) Marco Kuhlmann and Mathias Méhle. 20(?7. Mildly context-
matches all nodes labeled by NP that do notimme- 50> pe dep%nder;% 'a”%lf-ages'm" 07, pages 160-
. . , Prague, Czech Republic.
diately dominate a node labeled by NN (1 node). S et )
: ; Peter Landweber. 1963. Three theorems on phrase structure
The quenes cor_respond to the following formulas grammars of type linformation and Contrql6(2):131—
in decharge logic: 136.
@) np A ((down; right™)*)nn
(ii") np A (down; right™)nn
(i)  np A —(down;right™)nn
The query tools thus essentially model checklimm Lichte. 2007. An MCTA(,B with tuples for coherent
the derivation structure wrt. some formulaand constructions in German. |G’07, Dublin, Ireland.
output the set of nodes (states) that satisfy Wolfgang Maier and Anders StZ{gaard. 2008. Treebanks and
Decharge logic and its extension can also be mild context-sensitivity. IFFG’08, Hamburg, Germany.

used to verify heuristic parses. Marc Moens, Jo Calder, Ewan Klein, Mike Reape, and Henk
Zeevat. 1989. Expressing generalizations in unification-
based grammar formalisms. BACL'89 Manchester,
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