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Abstract Harper, 1999; Toutanova et al., 2003). But as com-
putational power grows, and (semi)automatic anno-

State-of-the-art statistical part-of-speech tation becomes more correct over time, resulting in
taggers mainly use information on tag bi- or large almost-correct training corpora, it would be
trigrams, depending on the size of the train- interesting to see if it's worth extending the view.
ing corpus. Some also use lexical emission  For Swedish, several statistical part-of-speech
probabilities above unigrams with benefi- taggers have been trained on the Swedish
cial results. In both cases, a wider con- Stockholm-Umed Corpus (SUC, Ejerhed et al.,
text usually gives better accuracy for alarge 2006), which has become de facto standard
training corpus, which in turn gives better for training and evaluating part-of-speech taggers.
accuracy than a smaller one. Large corpora Most of them are based on hidden Markov mod-
with validated tags, however, are scarce, so els (e.g. Carlberger and Kann, 1999; Hall, 2003;
a bootstrap technique can be used. As the Megyesi, 2002; Nivre, 2000; Sjobergh, 2003b),
corpus grows, it is probable that a widened with bi- or trigram tag transition probabilities.
context would improve results even further. As SUC is a balanced corpus (not just news texts)
with a fairly large tagset, it is too small to be used
alone as training data for any higher-accuracy tag-
ger, so it has also been used to bootstrap a much
larger, unannotated, corpus, that can be added as
training data. In previous studies, bootstrapping
has proved to be a viable approach (cf. Forsbom,
2008b; Merialdo, 1994; Nivre and Gréngyvist, 2001;
Sjobergh, 2003a).

A recent open-source tagger, HunPos (Halacsy
et al., 2007), include the range of parameters we
would like to explore for extended context views
for tag transition and lexical emissions.

In the following, we first describe the method,
tagger and data sets used (Section 2), before de-
scribing the parameters used (Section 3). Results
from experimental runs are then discussed and ex-

Given the limitations of computational and humai{ored using a regression tree (Section 4).
resources, state-of-the-art statistical taggers moitly
use context information on tag bigrams, for smaller
training corpora, or trigrams, for larger training coin order to explore the effect of extending the view,
pora. Some also use lexical emission probabilitiesge corpora are needed. Unfortunately, large vali-
above unigrams, although with a rather limited codated training corpora are scarce, so in the abscence
text view, with beneficial results (e.g. Thede armat such a desired resource, we have to build our

In this paper, we looked at the contribu-
tion to accuracy of such an extended view
for both tag transitions and lexical emis-
sions, applied to both a validated Swedish
source corpus and a raw bootstrap corpus.
We found that the extended view was more
important for tag transitions, in particular
if applied to the bootstrap corpus. For lex-
ical emission, it was also more important
if applied to the bootstrap corpus than to
the source corpus, although it was benefi-
cial for both. The overall best tagger had an
accuracy of 98.05%.

1 Introduction

Bootstrapping
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own. And we do this by using a smaller-sized valpoth use a state transition probability for the cur-
dated (source) corpus to bootstrap an order of megpat tag given a history of previous tags, and a lexi-
nitude larger (bootstrap) corpus, which will contaital emission probability for the current word given
some noise, but in general, will be correct. a history of previous tags (see further in Section 3).
Unknown words are handled by suffix probabil-
21 Method ity estimates from low-frequency words. HunPos
The following bootstrap procedure was used: also uses the same linear interpolation smoothing
. . . technique as in TnT. For HunPos, it is currently
1. Train a training model on the entire SOUrGfie only smoothing choice, while TnT also includes
corpus. alternative techniques. If HunPos is trained using
2. Tag the bootstrap corpus using the trainiﬁ@gra'_"” state transitions a_nd unigram Ie?<ical emis-
model. sion, it behaves as TnT with default settings.
The main reason for using HunPos here is the
3. Train an evaluation model on the tagged bogiessibility to vary the history both for state transi-
strap corpus (not including the source cotions and lexical emissions, while in TnT, the his-
pus). For other taggers than TnT (Brantsry for lexical emission is fixed and for state tran-
2000), train a TnT lexical model on thaition limited to uni-, bi-, and trigrams.
same data, to use for evaluation statistics on
known/unknown words. 2.3 Sourcecorpus
] We have chosen to use SUC (Ejerhed et al., 2006)
4. Evaluate the evaluation model on 10 folds gf 5 source corpus for two reasons apart from it be-
the source corpus (if possible, drilled-down By 5 de factostandard: it contains validated tags,
genre). and it is a balanced corpus, and therefore possibly

5. (Train a final tag model on a concatenatiéhPetter representative of general language than a

of the source corpus and the tagged bootstripdle-genre corpus. _ _
corpus.) SUC contains modern Swedish prose covering

approximately 1.2 million word tokens. The 1,040
The procedure is part of an ongoing projetgxt samples are from the years 1990 to 1994, and
where various taggers and bootstrap corpora are meant to mirror what a Swedish person might
compared (cf. Forsbom, 2006, 2008a,b). Theread in the early nineties.
fore, evaluation is done with the same evaluationThe distribution of tokens between genres (or
programt nt - di f f , to get comparable results omain categories) is shown in Table 1.
known/unknown words regardless of tagger. The

L ID | Genre Tokens (%
known/unknown statistics shc_)uld therefore be seen 5 press: Reportage é.;)
from a “TnT perspective”, while the overall results b | Press: Editorial 35
_ c Press: Reviews 5.6
are tagger-neutral. e | Skills and Hobbies 115
Although we do not use proper 10-fold cross- f | Popular Lore 9.4
validation (as we use the entire source corpus for g | Biographies, essays 5.2
; : h Miscellaneous 13.9
bootstrapping), we still evaluate separat.el)./ on 10 j Learmed and scien 16.4
folds to be able to measure standard deviation. tific writing
In the optional fifth step, a final tag model which k_ | Imaginative prose 25.4

includes the source corpus anq most likely 9V€STable 1: Distribution of tokens/genre in SUC.
even better results, could be trained and used in ap-

plications. Models from the experiment reported

here are, for example, used in two other projeés-1 Choice of tagset

for summarisation and measuring readability.  The SUC corpus has two interchangeable tagsets:
SUC (Ejerhed et al., 1992) and PAROLE (see Sec-

2.2 Tagger tion 2.4). An alternative to the SUC tagset is the

In this experiment, we use HunPos (Halacsy et &ranska tagset, which in general gives better ac-

2007), which is a recent open-source implemesuracy (2% improvement). The Granska tagset is

tation of many of the features included in Tn@ slight modification of the SUC tagset. Modifi-

(Brants, 2000). As hidden Markov model taggersations include merging of infrequent tags, adding
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information on auxiliary verbs, reclassification of Text category _ Period Tokens (%)
icibles to adiecti d addi inf Novels 1976-1981 22.7
pregent participles to adjec ives, and adding infor- Newspapers  1976-1997 7011
mation on set- and date-describing words (Carl- Magazines 1995-1996 2.1
berger and Kann, 1999). Web texts 1997 53

~In a study of the contribution of the modificarapje 3: Distribution of tokens/genre in PAROLE.
tions, Forsbom (2008a) found that a distinction be-

tween main and auxiliary verbs was beneficial for
copulas and temporal auxiliaries, but maybe not for!n order to harmonise the PAROLE corpus with

modal verbs. The addition of the number featuR¥/C, we made some changes to the original cor-
singular to singular numbers, and the semantic f&4>-
ture date to names of days and months, was aIscz
beneficial, but to a lesser degree. These modifica-

tions are revertible without loss of information.

Some other modifications were also beneficial,
but not revertible, e.g. conflation of past participle o
tags with the corresponding tags for adjectives.

To benefit from the improved accuracy that some
of the Granska tags give, we have here used the
SUC tagset with revertible Granska modifications
for copulas, auxiliaries, singular numbers, and® The original tags were replaced during boot-
dates. strap by the modified tagset used here.

A comparison of accuracy for the three tagsetsjs
shown in Table 2

A set of known multi-word abbreviations have
been treated as one token, with any whitespace
replaced by an underscore.

Sentence boundaries have been introduced
with a simplistic sentence splitter (i.e. new
sentence after .,!,? if the following line starts
with capital, digit, or -).

Exploring possible views

We were interested in seeing the effect of widening

Tagset Overall Known Unknown . . .

SUC 95.5210.15 96.3%0.13 8626000 the view, from the commonly used bi- or trigrams
Granska | 95.68:0.14  96.42-0.13 87.020.91 |  to as high am-gram as we could compute. In the
Modified | 95.61+0.14 96.4@-0.12 86.3%-0.96

hidden Markov model, the state transition probabil-

Table 2: Estimated accuracy and standard deviati®hOf a tag is based on the previokdags (the tag
for the SUC, Granska and modified tagsets (10-f@ffer). For the default trigram tag ordér= 2, the

cross-validation on SUC). Proportion of unknowprobability ofts is P(ts|t1, t2).
words is7.87 + 0.20. We also wanted to explore the effect of the lexi-

cal emission order. For the default bigram emission
order in HunPosk = 2, the probability ofws is
P(walt1, t2). Emission probability in TnT is fixed
There are not many available large corpora &k = 1.

Swedish texts, and even fewer balanced corpord" HunPos, there are also other possible param-
representing general language. Of the ones tA#rS to tune, e.g. suffix length and rare word fre-
do exist, the balanced Swedish PAROLE corpfigency for the handling of unknown words. For
has been used with success for bootstrapping (Féréedish, however, changing these parameters have
bom, 2008b). The PAROLE corpus (Universitpinor, if any, effect (Megyesi, 2008), so we used
of Gothenburg) was collected for the EU projeg’t\e default settings. And, unlike TnT, there are no
PAROLE (Preparatory Action for Linguistic ReSmoothing parameters to tweak from the command
sources Organisation for Language Engineerine-

finished in 1997. The corpus contains around 19.4N the experiment, we therefore concentrated on
million words of written texts from various catthe parameters for tag and emission order in the
egories, mainly sampled from The Swedish Lafiidden Markov model. We used nodes (access-
guage Bank (see Table 3). The texts have bd maximally 4GB RAM during training) in the
part-of-speech tagged with PAROLE tags using°PMAX computer grid, which could maximally
statistical tagger by Daniel Ridings (University Of 2yost nodes have a total of 8GB RAM, but not consecu-

Gothenburg). tive, so HunPos cannot use all of it.
3Uppsala Multidisciplinary Center for Advanced Compu-
tational Science. URLht t p: / / www. uppnax. uu. se/ .

2.4 Bootstrap corpus

1The comparison was done with TnT.
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rain models for 5-grams for tag transition r- Settings Accuracy

tra odels for 5 grams 0 tag t? ?to (tgg QB‘ank SE ST BE BT|Overall Known Unknown
der 4) and 4-gr§1ms for Iexu?al emission (emission—712 4 2 4 [98.05+0.10 98.50+0.08 85 28+1.03
order 4). We varied both settings for both the sourice 2|3 4 3 4 |97.97+0.10 98.41+0.07 85.51+1,03
i ke 3|4 4 3 4 |97.96+0.09 98.39+0.07 85.38+0.99
and the l:_)oots_trap corpus from 1 to 4, giving 256 4|3 4 4 4 |97.93+0.11 98.37+0.08 85.15+1,07
combinations in all. 5/4 3 4 3 |97.89+0.12 98.32+0.08 85.54+102
6|4 4 4 3 |97.88+0.11 98.32+0.10 85.26+1.01
714 3 4 4 |97.86+0.13 98.30+0.10 84.95+0.98
4 Results 8/3 3 3 3 |97.83+0.11 98.24+0.09 85.78+0.98
- . 9|3 3 4 3 |97.81+0.11 98.23+0.09 85.57+0.96
Not surprisingly, as lexical models are larger than 10|14 3 3 3 |97.80+0.11 98.23+0.10 85.62+0/99

tag models and more so for large corpora, both

memory usage and CPU time were mostly affecté@ble 5: Top 10 models if sorted by overall ac-
by emission order for the bootstrap corpus. TREracy. S=source model, B=bootstrapped model,
tagger with the widest view (4.4.4.4) maximallfg=emission order, T=tag order.

occupied 3.2GB, and took 1.5 hours to train and - .
. . . ettings ccuracy
evaluate, while the ta_gger with the narrowest view, ../ se sT BE BT Overall Known Unknown
(1.1.1.1) used a maximum of 0.5 GB and took 0 1[4 4 4 4 [98.05+0.10 98.50+0.08 85.28+1/03
minutes. The 4.4.4.4 tagger also had the best over-2|3 4 3 4 197.97+0.10 98.41+0.07 85.51+1.03
I f all taggers. 98.05%. The training 3|4 4 3 4 |97.96+0.09 98.39+0.07 85.38+0.09
all accuracy or all taggers, J0.U5%. 9 4|3 4 4 4 |97.93+0.11 98.37+0.08 85.15+1,07
phase requires more RAM than tagging. And al- 5(4 3 4 3 |97.89+0.12 98.32+0.08 85.54+1,02
though it takes a second or two to load the mogel 6|4 4 4 3 |97.88+0.11 98.32+0.10 85.26+1.01
9 X - . : 7|4 3 4 4 |97.86+0.13 98.30+0.10 84.95+0.98
pe_fore tagging starts, itis practically possible to US€ g3 3 3 3 |97.83+0.11 98.24+0.09 85.78+0,98
it in a computer with 2GB RAM. Furthermore, if 9|4 3 3 4 |97.78+0.11 98.23+0.09 85.15+0.97
the tagger is wrapped in a server, the model needt®l4 3 3 3 |97.80+0.11 98.23+0.10 85.62+0,39

only be loaded once. Table 6: Top 10 models if sorted by accuracy for

Accuracy for the 2.2.2.2 (default) and 4.4.4¢o0wn words. S=source model, B=bootstrapped
(best) tagger, respectively, is shown in Table ghodel, Ezemission order, T=tag order.
drilled-down by genre in SUC, and by known and

unknown words. The 4.4.4.4 tagger overall im-

proved .85 points over the 2.2.2.2 tagger. Most\Wg used an Anova regression tree (Breiman et al.,
the improvement lies in a better model for knowt984; Therneau and Atkinson, 2004), where the ac-
words. For unknown words, on the other hand, tAgracy for each combination is the response vari-
result is actually worse than for the 2.2.2.2 taggékle and each setting is a predictor variable. The
Forsbom (2008b) showed that genre compositiorggression tree was built using binary recursive par-
the bootstrap corpus had an effect on accuracy, bdfiening of the data from the runs, where each
overall and drilled-down by genre. Here, we ca&Plit has a certain cost complexity. The cost com-
see that the context size also matters. Fiction, fiéxity in combination with a cross-validation er-
example, has above average overall accuracy wRh i-. the “one standard-deviation rule” (Main-
the 4.4.4.4 tagger, and below with the 2.2.2.2 o§i¢nald and Braun, 2003, p. 273f), was used to
Whether it has to do with a more formulaic lan-

guage or not remains to be seen. Settings Accuracy
As the context size affects known and unknowRank| SE ST BE BT/ Overall ~ Known  Unknown
; 1/1 3 1 3 |97.12+0.12 97.51+0.11 86.10+0/92
words differently, we Iook(_ed at the top 10 models 211 3 2 3 |9719+0.12 97.58+0.10 86.01+0108
for each of them. The ranking forthe top 10 models 3|2 3 2 3 |97.54+0.12 97.95+0.10 85.94+1.03
for known words (see Table 6) follows the overall g % ‘31 i g g;-i?g-gg 8?2?8'(1’? gg-gg%-g?
.16+0. .00+0. .82+0,
top 10 models (see Table 5) except forrank 9. The ¢35 3 3 3 (977831011 9824+0.09 85 78+0.98
top 10 for unknown words (see Table 7) have only 7|1 4 1 3 |97.14+0.12 97.53+0.10 85.78+0/90
one model in common with the overall and known 8{1 4 2 4 |97.48+0.10 97.89+0.08 85.75+101
ds ton 10. namelv rank 6. the 3.3.3.3 model. 2|3 3 2 3 |97.54+0.11 97.95+0.09 85.73+1,01
wor p U, y , »9.9. Pl-10(4 3 2 3 |97.54+0.11 97.95+0.09 85.70+1,00
In a context where many unknown words are ex-

pected, the 3.3.3.3 model is a good compromiE&ble 7: Top 10 models if sorted by accuracy for
candidate. unknown words. S=source model, B=bootstrapped

To see the effect on accuracy of each settingodel, E=emission order, T=tag order.
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2222 4.4.4.4
Genre | Overall Known Unknown | Overall Known Unknown Prop. unknown
All 97.20+0.12 97.61%0.11 85.55-0.94 | 98.05t0.10 98.5@0.08 85.281.03 | 3.35+0.24
a 97.59+0.20 97.89-0.13 87.022.72 | 98.43:t0.20 98.75-0.15 87.52-2.62 | 2.79+-0.28
b 97.74£0.38 97.96:0.35 90.0@-3.76 | 98.48+0.20 98.62-0.15 88.46:4.85 | 2.00+0.37
c 97.410.40 97.730.37 88.38&2.35| 98.16t0.41 98.520.34 87.9943.19 | 3.33+0.48
e 97.210.27 97.60.23 85.994.08 | 98.16t0.19 98.6&0.12 85.4743.94 | 3.38+0.67
f 97.51+0.40 97.76:0.39 89.2@-2.04 | 98.37£0.33 98.66:0.28 89.02-2.49 | 2.91+1.05
g 97.38:0.26 97.62-0.20 90.24-4.59 | 98.17:0.24 98.430.21 89.53-3.95 | 2.80+0.96
h 97.52£0.23 98.06:0.22 86.8%2.00 | 98.19t0.29 98.6%0.22 86.8@-2.10 | 4.21+0.88
i 96.740.46 97.720.22 81.923.16 | 97.34t0.33 98.320.11 81.2%-3.11 | 5.93+0.84
k 96.96+0.22 97.130.21 87.42-2.30 | 98.08t0.15 98.2240.13 87.4@2.10 | 1.75+0.16

Table 4: Estimated accuracy and standard deviation for the 2.2.2.2 (defadl9.4.4.4 (best) HunPos
bootstrapped, drilled-down by SUC genre (10-fold cross-validatio8d@G).

prune the resulting regression tree, to limit the ristained on a validated source corpus.. Given cur-
of overfitting to the data. The rule says to prument hardware limitations, we stopped at 5-grams
a tree at the cost complexity of the first subtrémurth order). A 5-gram hidden Markov model

with a cross-validation error larger than the miniagger, for example, gave better overall accuracy
mal cross-validation error + 1 cross-validation statiran a trigram tagger. Although memory require-
dard deviation. For our overall tree, only one nodeents for training extend the average user’s avail-
was pruned. able RAM, tagging can be done in a reasonably

The pruned regression tree, with a crosgquipped personal computer, even if loading the
validation error rate of 2%, is shown in Figure 1. Amodel takes time.
can be seen, the tag order plays the major role, botBy means of a regression tree, we found in our
for the source and bootstrap corpora, and the makperiment that a widened view was more impor-
splits are between bigrams and trigrams. The Seiat for tag transitions, and in particular for the
ting used for the bootstrap corpus also seems mboststrap corpus. For lexical emission, it was also
important than for the source corpus. more important for the bootstrap corpus, although

For unknown words, only the settings for tag oit was beneficial for both corpora. The main splits
der were used in building the regression tree. TWere between bigrams and trigrams. The best over-
tree, with one node pruned and a cross-validatialh tagger was the one with the widest view for
error rate of as much as 8%, is shown in Figurel®th tag transition and lexical emission, used for
One thing that is more clear in the regression thleth corpora. It had an accuracy of 98.05%, com-
when looking at the top 10 models is that for upared to a bootstrapped tagger with only default set-
known words 4-grams seem optimal, while a widéings, 97.20%. The improvement mainly occurred
context decreases the accuracy. In cases wHereknown words, while the results for unknown
many unknown words are expected, for exampkords were actually worse. The optimal setting for
when moving to a new domain, it may thereforgnknown words was with 4-gram tag transition for
be wise to choose a lower tag order to get bettsth source and bootstrap corpora. The best com-
results, whereas a good compromise could be gitemise, if handling of unknown words is crucial,
3.3.3.3 model (cf. Tables 5-7). was the 3.3.3.3 model, 97.83%.

As was the case for the top 10 models, the re-The widened view affected various genres in dif-
gression tree for known words (not included hertgrent degrees. Fiction, for example, benefited very
show a similar pattern to the overall tree. The onfyuch from it.
difference in tree structure is a missing subtree forA selection of the models and ac-
known words, which corresponds to two nodes ttampanying information are available at
were pruned from the known words tree. http://stp.lingfil.uu.sel/~evafo/

resour ces/ t agger nodel s/ .
5 Concluding remarks
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Figure 1: Regression tree for overall accuracy of bootstrapped Iméolevarious combinations of
HunPos settings (10-fold cross-validation error rate=2%). S=sowadel, B=bootstrapped model,
E=emission order, T=tag order.
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Figure 2: Regression tree for accuracy of unknown words in bopstichmodels for various combi-
nations of HunPos settings (10-fold cross-validation error rate=8%g8o®ce model, B=bootstrapped
model, Ezemission order, T=tag order.
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