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Abstract

We describe in detail a method for translit-
erating an English string to a foreign
language string evaluated on five differ-
ent languages, including Tamil, Hindi,
Russian, Chinese, and Kannada. Our
method involves deriving substring align-
ments from the training data and learning a
weighted finite state transducer from these
alignments. We define anextension Hid-
den Markov Model to derive alignments
between training pairs and a heuristic to
extract the substring alignments.  Our
method involves only two tunable parame-
ters that can be optimized on held-out data.

1 Introduction

Transliteration is a letter by letter mapping of one
writing system to another. Apart from the obvi-
ous use in writing systems, transliteration is als
useful in conjunction with translation. For exam-
ple, machine translation BLEU scores are know

This engendered several investigations into auto-

matic transliteration of strings, named entities in
particular, from one language to another.

topic for an overview.
Hidden Markov Model (HMM) (Rabiner,

0]
n

to improve when named entities are transliterated.

See’
Knight and Graehl(1997) and later papers on this
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to thee symbol. We also introduce a heuristic that
allows us to extract high quality sub-alignments
from thee-aligned word pairs. This allows us to
define a weighted finite state transducer that pro-
duces transliterations for an English string by min-
imal segmentation.

The overview of this paper is as follows: Sec-
tion 2 introducese-extension Hidden Markov
Model and describes our alignment procedure.
Section 3 describes the substring alignment
heuristic and our weighted finite state transducer
to derive the finah-best transliterations. We con-
clude with a result section describing results from
the NEWS 2009 shared task on five different lan-
guages.

2 Learning Alignments

The training dataD is given as pairs of strings
(e,f) wheree is the English string with the cor-
responding foreign transliteratidh The English
string e consists of a sequence of English letters
(61, €9, ... ,eN) while f = (fl, fg, Cee f]u) .

We represeng as the set of all English symbols
ndF as the set of all foreign symbotsWe also
assume both languages have a special null symbol
¢, thatise € £ ande € F.

Our alignment model is a Hidden Markov
Model H(X,Y,S,T,Ps), where

a

e X isthe start state and is the end state.

1989) is a standard sequence modeling tool used
in various problems in natural language process-
ing like machine translation, speech recognition,
part of speech tagging and information extraction.
There have been earlier attempts in using HMMs
for automatic transliteration. See (Abdul Jaleel
and Larkey, 2003; Zhou et al., 2008) for exam-
ple. In this paper, we define arextension Hid-
den Markov Model that allows us to align source
and target language strings such that the charac-
ters in the source string may be optionally aligned

e S is the set of emitting states with = |S]|.
The emitting states are indexed from 150
The start statX is indexed as state 0 and the
end stat&” is indexed as staté + 1.

e Tisan(S+ 1) x (S + 1) stochastic matrix
with T = [t;;] fori € {0,1,...,S} andj €
{1,2,...,5 +1}.

*Alphabets and diacritics are treated as separate symbols.
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o P, = [pey] is an|&] x |F| matrix of joint denote a subsequence of a stringas u;} =

emission probabilities with.; = P(e, f|s)  (un,Unt1,-..,u,) . Using these definitions, we
Vs € S. can definex(e!, f/, s) as
We defines to be ane-extension of a string of
characterss = (c1,c9,...,cx) as the string ob- (4 i=j=0,5=0
tained by pumping an arbitrary number «$ym- 0 i=j=0s#0
bols between any two adjacent charactgrand tosPlex, fils) i=j=1
a1 Thatis,d = (diy,...,di,...,d;,) where [ X5 tosa(el, 71 s)Ple fils) i=1,5>1
di; = cjandd; = e for i, < | < ipy1 where —\Zo=itesale A5 Pleiels) i>1,5=1

1 <1 < k. Observe that there are countably infi-
nite e-extensions for a given stringsince an arbi-
trary number ot symbols can be inserted between , ; .j _

(e}, fi,s)
characters;,, andc,, 1. Let 7(s) denote the set

Finally fori > 1 andj > 1,

of all possiblec-extensions for a given strirg > toslotel, £ ) Ple, f15)+
For a given pair of stringsu, v), we define a s'€s '

joint e-extension ofu, v) as the paifQ, V) s.t.0 € a(el™ £, s )P(e;, e|s)+

T(u) andv € T ith |[G] = |v| and #i s.t. i—1 pj—
(u) V € T(v) with |[0] = |V| Bi (el 871, ) P(ei, fils)]

u; = ¥; = €. Due to this restriction, there are finite
e-extensions for a paifu, v) with the length ofu
andV bounded above byu| + |v|. 2 Let J(u,V)
denote the set of all joint-extensions ofu, v).
Given a pair of strings(e,f) with e = ts,5+1 i=N+1,
(61,62,...,€N) andf = (fl,fz,...,fM), we J=M+1
compute the probabilityx(e,f, s') that they are Z§=1ts-s'ﬁ< L s)P(e fils) i=N.j <M
transliteration pairs ending in stateas Do tawBlein, 57, )Pleiels’) i <N.j=M

Similarly the recurrence foB(e¥ fM s)

Fori < N andj < M, g(e]¥,f},s) =

a(ef,s’) =
€| B Ztss ]—1—17 ) (E’fj‘sl)+
Z Z tO,sl Htsi,si+1p(éia fz‘sz) s'eS
@F)e(ef) 0=50,,5)5 =5 i=1 OB(e z+17ij’ s"YP(e;, els')+
In order to compute the probabilitg (e, f) of a Blef s, £, ) Ples, f]s))]
given transliteration pair, the final state has to be
the end stat& + 1. Hence In order to proceed with the E.M. estimation
s of the parameterdsl’ and P, , we collect the
O(e,f) = Zo‘(e’f’ $)tesi1 Q) soft (:‘,OUHISC(e, fls) for emission probabili'ties'by
pry looping over the training dat® as shown in Fig-
ure 1.

We also write the probability(e, f, s’) that they

: . : N Similarly the soft counts; (s, s) for the tran-
are transliteration pairs starting in states

sition probabilities are estimated as shown in Fig-

ure 2.
B(ef,s) = F_inaIIy the probabilities” (e, f|s) andt;; are re-
E estimated as
Z Z tso,s1 HtsiysiJrlP(éi’fi‘Si) . c(e, fls)

@ e (ef) 8'=50,5541=5+1 i=1 P(e, fls) = S e/ (e, f]3) )

ec eF

Again noting that the start state of the HMM
A ci(s', 5)
ly s = == 3

H is 0, we haveQ(e,f) = Zﬁ ef, s)tys. We , S5, ) ®3)

s=1
T 20 = [v] > |ul + || would imply Fi st @ = @ = € We can also compute the most probable align-
which contradicts the definition of joirtextension. ment(é, f) between the two stringsandf as
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N M
Z Q ZZZO‘ T T e o Ple, fls)8(el £ )1 (e = e, f; =

=1 j=1 s’

N M
+ 2 Q ZZZO‘ (el 8], 8 )tw Ples els)Ble £, 5)1(e; = e, f; =

(e,f)eD zljls’

T Z Q ZZZ (ef, 87 ") tw P, fj15)8(el £, s)1(es = e, f =

(e,f)eD zljls

Figure 1: EM soft count(e, f|s) estimation.
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Figure 2: EM soft count;(s’, s) estimation.

122

f)

f)

f)



4 Results

|&|

_ ~. Weevaluated our system on the standard track data

a}l%g r;la}f( >, to.s: Htsivsiﬂp(ei’fi"gi)provided by the NEWS 2009 shared task orga-

(ENeT(eD 0=s0,...51541=5+1 = nizers on five different languages — Tamil, Hindi,
The pair(¢, f) is considered as an alignment be-Russian, and Kannada was derived from (Ku-

tween the training paife, f). maran and Kellner, 2007) and Chinese from (Li et
_ _ al., 2004). The results of this evaluation on the test
3 Transduction of the Transliterated data is shown in Table 1. For a detailed description
Output

. . _ o= . .| Language Top-1 mean | MRR

Given an alignmente, f), we consider all possi-
. N . . Accuracy | Fj score

ble sub-alignments (&, f/) as pairs of substrings .

btained f 5 f L Zh thats = Tamil 0.327 0.870| 0.458
obtained from(é, f) such thate; # ¢ fi # & | g 0.398| 0.855| 0.515
€1 # candfiy # c. We extract all pos- | p oqin, 0.506| 0.901| 0.609
tsr']b'et S.“k."a"%”?"e”tf ;lf S” tt:]‘e k‘?“g”r?er:lts frt;’m Chinese 0.450| 0.755| 0.514

€ training data. - €14 be Ihe bag of all SUb” | yannada 0.235| 0.817| 0.353

alignments obtained from the training data. W

build a weighted finite state transducer that trans- Table 1: Results on NEWS 2009 test data.

duces any string iff* to F* using these sub-

alignments. of the evaluation measures used we refer the read-
Let (u,v) be an element off. From the train- €rs to NEWS 2009 shared task whitepaper (Li et

ing dataD, observe that4 can have multiple re- al., 2009).

alizations of(u,v). Let N(u,v) be the number

of times (u,v) is observed ind. The empirical

probability of transducing string to v is simply  We described a system for automatic translitera-

N(u,v) tion of pairs of strings from one language to an-

> viawnea N, v) other using-extension hidden markov models and
’ weighted finite state transducers. We evaluated

For every paifu, v) € A, we also compute the oyr system on all the languages for the NEWS
probability of transliteration from the HMNK as 2009 standard track. The system presented is lan-
Q(u,v) from Equation 1. guage agnostic and can be trained for any language

We construct a finite state transdudgfv that  pair within a few minutes on a single core desktop
acceptsonly u and emitsv with a weightwuy  computer.

defined as
Wyv = —log(P(v|u))—Alog(Q(u,v))+d (4) References
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