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Introduction

It is generally agreed upon that linguistic creativity is a unique property of human language. Some claim
that linguistic creativity is expressed in our ability to combine known words in a new sentence, others
refer to our skill to express thoughts in figurative language, and yet others talk about syntactic recursion
and lexical creativity. Computational systems incorporating models of linguistic creativity operate
on different types of data, including written text, audio/speech/sound, and video/images/gestures.
Creativity-aware systems will improve the contribution Computational Linguistics has to offer to many
practical areas, including education, entertainment, and engineering.

The idea behind the 2009 workshop on Computational Approaches to Linguistic Creativity (CALC)
originated in our own previous activities, including the organization of the 2007 NAACL-HLT
workshop on Figurative Language Processing and work within the Story Generator Algorithms
project (German Research Foundation grant ME-1546/2-1). We are well aware of the fact that each
single linguistic creativity phenomenon is challenging to describe, detect, or generate on its own.
Consequently, the main goal of the present workshop is to provide a venue for researchers to inform
each other and the NLP community at large of the state of the art of current systems.

Yet, linguistic creativity phenomena are intertwined with others, and with each other. To illustrate,
metaphorical concepts are related to their lexical and syntactical surface realization; the events of a
story are expressed by narrator and character speech; and humor involves semantic, situational, and
cultural knowledge. With twelve peer-reviewed contributions covering a wide range of phenomena
related to linguistic creativity, the workshop will thus strengthen research and foster collaboration in
the field. At the same time, it will contribute to a better understanding of the new issues and challenges
that need to be tackled.

For CALC 2009, we received a total of 19 submissions coming from 13 different countries. Eight papers
were accepted for oral presentation and four were selected for a poster session. We are especially
grateful to the authors who submitted excellent papers and to our hard working program committee.
We would like to express our enormous gratitude to the U.S. National Science Foundation (IIS award
#: 0906244) for the generous support of the workshop which allowed many participants from three
continents to attend the workshop and present their work. Particular thanks go to the invited speaker,
Nick Montfort (MIT), who kindly agreed to give a talk on Interactive Fiction, and whose paper is
included in this volume. Last but not least, we want to thank Christy Doran and Eric Ringger, the
publication chairs.

Anna Feldman and Birte Lönneker-Rodman
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Abstract

Using metaphor-annotated material that is
sufficiently representative of the topical
composition of a similar-length document in
a large background corpus, we show that
words expressing a discourse-wide topic of
discussion are less likely to be metaphorical
than other words in a document. Our
results suggest that to harvest metaphors more
effectively, one is advised to consider words
that do not represent a discourse topic.

Traditionally, metaphor detectors use the
observation that a metaphorically used item creates
a local incongruity because there is a violation
of a selectional restriction, such as providing a
non-vehicle object to the verb derail in Protesters
derailed the conference. Current state of art
in metaphor detection therefore tends to be
“localistic” – the distributional profile of the target
word in its immediate grammatical or collocational
context in a background corpus or a database
like WordNet is used to determine metaphoricity
(Mason, 2004; Krishnakumaran and Zhu, 2007;
Birke and Sarkar, 2006; Gedigian et al., 2006; Fass,
1991).

However, some theories of metaphor postulate
certain features of metaphors that connect it to the
surrounding text beyond the small grammatical or
proximal locality. For example, for Kittay (1987)
metaphor is a discourse phenomenon; although
the minimal metaphoric unit is a clause, often
much larger chunks of text constitute a metaphor.
Consider, for example, the TRAIN metaphor in the

following excerpt from a Sunday Times article on
20 September 1992:

Thatcher warned EC leaders to stop their
endless round of summits and take notice
of their own people. “There is a fear that
the European train will thunder forward,
laden with its customary cargo of gravy,
towards a destination neither wished for
nor understood by electorates. But the
train can be stopped,” she said.

In the example above, the quotation is not in itself
a metaphor, as there is no indication that something
other than the actual train is being discussed (and
so no local incongruities exist). Only when situated
in the context prepared by the first sentence (and
indeed the rest of the article), the train imagery
becomes a metaphor.

According to Kittay, a metaphor occurs when
a semantic field is used to discuss a different
content domain. The theory therefore predicts that a
metaphorically used semantic domain would be off-
topic in the given document.

Although a single document can have singular,
idiosyncratic topics, it is likelier to discuss a mix of
topics that are typical of the discourse of which it is
part. We therefore derive the following hypothesis:
Words in a given document that represent a common
topic of discussion in a corpus of relevant documents
would be predominantly non-metaphorical. That is,
a smaller share of metaphorically used words in a
document would fall in such topical words than the
share of topical words in the document.

We test this hypothesis in the current article.
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Using a large background corpus, we estimate
the topical composition of the target documents
(section 1) that were annotated for metaphors
(section 2). We then report the results of the
experiment (section 3) that strongly support the
hypothesis, and discuss the findings (section 4). The
concluding section provides a summary and outlines
the significance of the results for the practice of
metaphor detection.

1 Topic identification

1.1 EUI corpus

Our aim was to create a large corpus of British media
discourse regarding the emerging European Union
institutions, with both Euro-phile and Euro-sceptic
camps represented. Our corpus consists of 12,814
articles drawn from three British newspapers: The
Guardian (34%), The Times (38%), and The
Independent (28%), dating from 1990 to 2000.
We used LexisNexis Academic1 to search for the
Subject index term European Union Institutions
(henceforth, EUI).2 After results are retrieved, we
further narrow them down to only documents on the
subject European Union Institutions in the detailed
subject index of the retrieved results.3,4

1.2 Identification of discourse topics

We converted all 12,858 documents5 (henceforth,
EUI+M corpus) into plain text format and removed

1http://academic.lexisnexis.com/online-services/academic-
features.aspx

2In LexisNexis subject index hierarchy: Government
and Public Administration/International Organization and
Bodies/International Governmental Organizations/European
Union Institutions.

3In the initial search, an article that scores 72% on the
subject would be retrieved, but it would not be classified as
being on this subject, and so would not be included in the final
dataset. Articles in the final dataset tend to score about 90% on
the subject, according to LexisNexis index.

4There is a gap in LexisNexis’ index coverage of The
Times during 1996-7 and of The Independent during 2000. To
avoid under-representation of the newspaper and of the relevant
years in the sample, we added articles returned for the search
SECTION(Home news) AND (European Union OR Brussels)
on The Times 01/1996 through 04/1998, and SECTION(News
AND NOT Foreign) AND (European Union OR Brussels) on
The Independent throughout 2000.

512,814 EUI corpus plus 44 documents annotated for
metaphors, to be described in section 2.

words from a list of 153 common function words.
We then constructed an indexing vocabulary V that
included all and only words that (a) contained only
letters; and (b) appeared at least 6 times in the
collection. All documents were indexed using this
21,046 word vocabulary. We will designate all the
indexed words in document i as Di.

To identify the main discourse topics in
the EUI+M corpus, we submitted the indexed
documents to an unsupervised clustering method
Latent Dirichlet Allocation (Blei et al., 2003)
(henceforth, LDA).6 The designation of the clusters
as topics is supported by findings reported in Blei
et al. (2003) that the clusters contain information
relevant for topic discrimination. Additionally,
Chanen and Patrick (2007) show that LDA achieves
significant correlations with humans on a topic
characterization task, where humans produced not
just a topic classification but also identified phrases
they believed were indicative of each class.

Using the default settings of LDA
implementation,7 we analyzed the corpus into
100 topics. Table 1 exemplifies some of the
emergent topics.

1.3 Topical words in a text

LDA is a generative model of text. According to its
outlook, every text is about a small (typically 5-7)
number of topics, and each indexed word in the text
belongs to one of these topics. However, in many
cases, the relationship between the word and the
topic is quite tentative, as the word is not particularly
likely given the topic. We therefore use parameter k
to control topic assignments – we only take LDA’s
assignment of word to topic if the word is in the
top k most likely words for that topic. For k=25,
about 15% of in-vocabulary words in a document
are assigned to a topic; for k=400, about half the
in-vocabulary words are assigned to some topic. We
designate by Tk

i all indexed words in document i that
are assigned to some topic for the given value of k.
The ratio |T k

i |
|Di| describes the proportion of discourse

topical words in the indexed words for the given
document.

6No stemming was performed.
7downloaded from http://www.cs.princeton.edu/˜blei/lda-c/
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Table 1: Examples of topics identified by LDA in the
EUI+M corpus. All words are taken from top 25 most
likely words given the topic. We boldface one word per
cluster, that could provide, in our view, an appropriate
label for the cluster.

foreign nato military war russian defence soviet
piece un kosovo sanctions bosnia moscow

rail tunnel transport train pounds channel eurostar
ferry trains passengers services paris eurotunnel

countries europe enlargement new membership
members eastern conference reform voting summit
commission foreign join poland negotiations

parliament mep party socialist strasbourg christian
vote leader labour conservative right political green
democrat elections epp

television commission satellite tv broadcasting
tickets film broadcasters bbc programmes media
industry channel public directive

court article justice member directive treaty
question provisions case law regulation judgment
interpretation rules order proceedings

social workers employment working hours
jobs week employers legislation unions
employees chapter rights health minimum

bank central euro monetary rates currency
interest bundesbank markets economic exchange
finance inflation dollar german

players football clubs uefa league fifa game cup

fishing fish fishermen fisheries quota vessels
boats waters sea fleet

racism racist ethnic xenophobia black minorities
jury discrimination white relations

drugs patent research human companies genetic
scientists health medical biotechnology disease

children parents punishment school rights family
childcare corporal education law father mother

controls immigration border asylum checks
passport police citizens crime europol

energy nuclear emissions oil electricity gas
environment carbon tax pollution fuel global cut

commission fraud commissioners brussels report
allegations officials inquiry meps corruption
mismanagement staff santer

2 Metaphor annotation

Ideally, we should have sampled a small sub-corpus
from the EUI corpus for metaphor annotation;
however, the choice of the data for annotation
predated the construction of the EUI corpus.

Our interest being in the way metaphors used
in public discourse help shape attitudes towards
a complex, ongoing and fateful political reality,
we came across Musolff’s (2000) work on the
British discourse on the European integration
process throughout the 1990s. Working in the
corpus linguistics tradition, Musolff (2000) studied
a number of metaphors recurrent in this discourse,
making available a selection of materials he used,
marked with the metaphors.8

One caveat to directly using the database is the
lack of clarity regarding the metaphor annotation
procedure. In particular, the author does not
report how many people participated, or any inter-
annotator agreement figures. We therefore chose
4 out of Musolff’s list of source domains, took
all articles corresponding to them (128 documents),
along with 23 articles from other source domains,
and submitted them to a group of 8 undergraduate
annotators, on top of Musolff’s original markup that
is treated as another annotator.

Annotators received the following instructions,
reflecting our focus on the persuasive use of
metaphor, as part of an argument:

Generally speaking, a metaphor is a
linguistic expression whereby something
is compared to something else that it is
clearly literally not, in order to make a
point. Thus, in Tony Blair’s famous “I
haven’t got a reverse gear”, Tony Blair
is compared to a car in order to stress
his unwillingness/inability to retract his
statements or actions. We would say in
this case that a metaphor from a VEHICLE

domain is used. In this study we will
consider metaphors from 4 domains.

For the 4 chosen domains we provided the
following descriptions, along with 2 examples for
each:

8available from http://www.dur.ac.uk/andreas.musolff/Arcindex.htm
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AUTHORITY Metaphors that have to do with
discipline and authority, like school, religion,
royalty, asylum, prison, etc.

LOVE Metaphors from love/romance and family.

BUILD Metaphors that have to do with building
(the process) and houses and other buildings or
constructions, their parts and uses.

VEHICLE Metaphors that have to do with land-
borne vehicles, their parts, operation and
maintenance.

People were instructed to mark every paragraph
where a metaphor from a given domain occurs. They
were also asked to provide a comment that briefly
summarizes the ground for their decision, saying
what is being compared to what.9

Table 2 shows the inter-annotator agreement
figures.

Table 2: Inter-annotator agreement, measured on 2364
paragraphs (151 documents).11

Source Domain of Metaphor κ
LOVE 0.66
VEHICLE 0.66
AUTHORITY 0.39
BUILD 0.43

LOVE and VEHICLE are close to acceptable
reliability, with the other two types scoring low.
In order to understand the nature of disagreements,
we submitted the annotated materials plus some
random annotations to 7 out of the original 8 people
for validation, 4-8 weeks after they completed
the annotations, asking them to accept or reject

9In the topics vs metaphors experiment, we test the
hypothesis on words rather than paragraphs. For metaphors
from a pre-specified domain, such as VEHICLE or LOVE, it
was usually clear which words in the paragraph belong to the
domain and are used metaphorically. People’s comments often
explicitly used words from the paragraph, or made it otherwise
clear through their description. For OpenMeta phase (please see
below), where people were asked to mark metaphors from any
source domain, they were also asked to single out the words in
the paragraph that witness the metaphor, and these are the words
used in the current experiment.

11These are results for binary classification for each metaphor
type rather than a multiclass classification, since some articles
have more than one type and some have none.

metaphor markups. We found that metaphors
initially marked by at least 4 people (out of 9) were
accepted as valid by people who did not initially
mark them in 91% of the cases, on average across
the metaphor types. These are thus uncontroversial
cases, with the missing annotations likely due to
attention slips rather than to genuine differences of
opinion. Metaphors initially marked by 1-3 people
were more controversial, with the average validation
rate of 41% (Beigman Klebanov et al., 2008).

Evidently, some of the metaphors are clearer-
cut than others, yet even the more difficult cases
got non-negligible support at validation time from
people who did not initially mark them. We
therefore decided to regard the whole of the
annotated data as valid for the purpose of the current
research. Our focus is on finding metaphors (recall),
and less on making sure all candidate metaphors are
acceptable to all annotators; it suffices to know that
even the minority opinion often finds support.

In the second stage of the research, we expanded
the repertoire of the metaphor types to include
additional source domains, mainly from Musolff’s
list. The dataset has so far been subjected to
non-expert annotations by a group of the total of
15 undergraduate students. Metaphors from the
source domains of VEHICLE, LOVE, BUILDING,
AUTHORITY, WAR, SHOW, SCHOOL, RELIGION,
MEDICINE were annotated by different subsets of
the students.

The outcome of the second stage of the project is
not sufficient for addressing the issue of discourse
topics vs metaphors, however, as there are instances
of metaphors in the text that do not fall into any
of the source domains singled out by Musolff as
recurrent ones in the discourse under consideration.
We are now at an early stage of the third phrase
we call OpenMeta, where annotators are asked to
mark all metaphors they can detect, not confining
themselves to a given list of source domains.
Only annotators who participated in the previous,
type-constrained, version of the task participate in
OpenMeta project. So far, we have 44 documents
annotated by 3 people for open-domain metaphors.
This subset features as full a coverage of all
metaphors used in the documents as we were able
to obtain so far, and it is going to serve as test data
for the topics vs metaphors hypothesis.
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Our test set is thus biased towards recurrent
metaphorical domains (those named by Musolff),
and towards metaphors that are relatively salient
to a naive reader, from recurrent or other source
domains. Metaphors marked in the test data are
those afforded a high degree of rhetorical presence
in the discourse – either quantitatively, because
they are repeated and elaborated, or qualitatively,
because they are striking enough to arrest the
naive reader’s attention. According to the Presence
Theory in rhetoric (Perelman and Olbrechts-Tyteca,
1969; Gross and Dearin, 2003; Atkinson et al.,
2008), elements afforded high presence are key to
the rhetorical design of the argument. These are
not so much metaphors we live by without even
noticing, such as those often studied in Conceptual
Metaphor literature, like VALUE AS SIZE or TIME

AS SPACE; these are metaphors that are clearly a
matter of the author’s conscious choice, closest in
the current theorizing to Steen’s (2008) notion of
deliberate metaphors.

2.1 Pseudo sampling

The annotated data is not really a sample of the
corpus. In fact, it is not known to us exactly how the
documents were chosen; although all 44 metaphor
annotated documents are from the newspapers and
dates participating in the EUI corpus, only 20% are
actually in the EUI corpus. How can we establish
that there is a fit between the EUI collection and
the annotated texts? We check how well discourse
topics cover the documents, in the corpus and in
the annotated material. Specifically, for a fixed
k, is there a difference in the |T k

i |
|Di| for annotated

documents as opposed to the corpus at large? Using
a random sample of 50 documents from EUI corpus,
a 2-tailed t-test yielded p < 0.05, for all k, the
trend being towards a better coverage of the EUI
documents than of the metaphor annotated ones.

We hypothesized that this was due to the large
discrepancy in the lengths of the texts: An average
text in the EUI sample is 432 words long, whereas
the metaphor annotated texts are 775 words long on
average, with the shortest having 343 words. Shorter
texts tend to be less elaborate and more “to the
point”, with a higher percentage of topical words.

To neutralize the effect of length on topical

coverage, we chose from the EUI sample only
documents that were at least 343 words long,
resulting in 31 documents. Comparing those to the
44 metaphor annotated documents, we found p >
0.37 for every k, i.e. the annotated documents are
indistinguishable in topical coverage from similar-
length documents in the EUI corpus.

3 Experiment

3.1 Summary of notation

V All and only non-stop words containing only
letters that appeared in at least 6 documents in
the collection.

Di All words in document i that are in V.

Tk
i All words in document i that are in V and are

in the top k words for some topic active in
document i according to LDA output.

Mi All words in document i that are in V and are
marked as metaphors in this document.

3.2 Hypothesis

We hypothesize that words in a given document
that are high-ranking representatives of a common
topic of discussion in a relevant corpus are less
likely to be metaphorical than other words in the
document. That is, such words would contain a
smaller proportion of metaphors than their share in
text. Using the definitions above: For an average
document i and any k, |T k

i |
|Di| >

|Mi∩T k
i |

|Mi| .

3.3 Results

As we hypothesized, metaphors are under-
represented in topically used words. Thus, for
k=25, about 15% of the indexed words in the
document are deemed topical, containing about
3% of the metaphorically used indexed words
in that document. For k=400, about 53% of the
indexed words are topical, capturing only 22% of
the metaphors.

4 Discussion

4.1 Metaphors from salient domains

A number of domains singled out by Musolff (2000)
as being recurrent metaphors in the corpus, such

5
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Figure 1: As hypothesized, |T k
i |

|Di| , shown in circles, is

larger than |Mi∩T k
i |

|Mi| , shown in squares, for various k.

as VEHICLE or LOVE, are also things people care
about politically, hence they also correspond to
recurrent topics of discussion (see clusters titled
transport and childcare in table 1). It has been
shown experimentally that the subject’s in-depth
familiarity with the source domain is necessary
for the metaphor to work as intended – see for
example Gentner and Gentner (1983) work on using
water flow metaphors for electricity. Our results
suggest that participants in political discourse draw
on domains not only familiar in general, but indeed
highly salient in the specific discourse itself.

As a consequence, an extended metaphor from a
discourse-topical domain can be easily mistaken by
the topic detection software for a topical use of the
relevant items. Consider, for example, an extract
from a 19 December 1991 article in Times:

Denis Healey, former Labour Chancellor
of the Exchequer, urged the prime minister
to stop playing Tory party politics with
the negotiations over Europe and drew an
image of Mr Major as a driver. He said:
“I understand that if you are driving a car
and sitting behind you is a lady with a
handbag and a man with fangs, you may
feel it wiser to drive in the slow lane. My
own advice is that he should pull into a
lay-by, turf the others out and then hand
the wheel over to firmer and safer hands.”

LDA considered {drive driving} to belong to

the topic that deals with safety and road accidents,
including in its 200 most likely words {crash
died accidents pedestrians traffic safety cars maps
motorists}, although additional metaphorically used
items from the same semantic domain, such as
lane and wheel, were not among the top 200
representatives of this topic.

It is an intriguing direction for future research
to compare the topical and metaphorical uses of
such domains, in order to determine which aspects
loom large indeed, being both matters of literal
concern and prolific generators of metaphors, and
how these are manipulated for persuasive effects.
The example above suggests that in the British EU-
related discourse in 1990s safety of driving is both
a topic-of-discussion (“Cyclists and pedestrians are
more vulnerable on British roads than anywhere else
in the European Union”, proclaims The Times on 18
February 2000) and a metaphorical axis, stressing
the importance of care and control, the hallmark
of the Euro-sceptic stance towards the European
integration process.

4.2 Topical metaphors

Putting aside topic detector’s mistakes on extended
metaphors from certain domains such as discussed
in the previous section, what do metaphors in the
topical vocabulary look like? The last topic shown
in table 1 has to do with criticism towards EU
bureaucracy, reflecting extensive discussions in the
British media in the late 1990s of alleged corruption
and mismanagement in the European Commission.
Together with the words cited in the table, this topic
lists root as one of its 300 most likely words.

This word shows up as a metaphor in 3 of our test
documents. In two of them it is used precisely in the
context projected by the topic:

In limpid language, whose meaning no
bureaucrat can twist, these four wise
men and one wise woman delivered, to
their great credit, a coruscating indictment
not just of individual commissioners, but
of the entire management and corporate
culture of the European Commission.
They have made an incontestable case, in
Tony Blair’s words, for “root and branch
reform”.
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Here, root is used in the root and branch idiom
suggesting a complete change, a reform, which
comes as part of a bundle with severe criticism.
Yet the figurative nature of this expression as a
metaphor from PLANT domain is apparent to naive
readers, making it an instance of imagery routinely
going together with criticism in this corpus. A
related metaphorical sense of root is attested in
similar contexts in the corpus, further explaining its
connection to the topic:

Not unless they insist on credible systems
to hold commissioners and bureaucrats to
account. And not unless they appoint
a new team with a brief not just to
root out malpractices but to shut down
entire programmes, such as tourism and
humanitarian aid, which the Commission
is incompetent to manage and which
should never have been added to its ever-
expanding empire.

A bloodied European Commission looks
likely to cling on to power today after
an eleventh-hour threat to quit by its
President, Jacques Santer, called the bluff
of the European Parliament ... All
week MEPs had been talking up the
“nuclear option” of sacking the full
Commission body over a burgeoning
fraud and nepotism scandal that dates
from 1995 ... Early 1997: Finnish
Commissioner Erkki Liikanen announces
plan to root out nepotism in Commission
and improve financial controls.

In the third document with root metaphor, root
is used in a different environment, and is not
considered topical by LDA:

For at the root of this conflict lies the
German denial that unemployment has
anything to do with cyclical fluctuations
in the economy.

Our quantitative results show that cases such
as root are more an exception than a rule. Yet,
from the perspective of the argumentative use of
metaphors, such cases are instructive of the way

certain metaphors get “attached” to certain topics of
discussion. In this case, the majority of mentions
of root in this critical context come from Tony
Blair’s expression that was cited and referenced
widely enough to acquire a statistical association
with the discussion of the Commission’s failings
in the corpus. Indeed, the political significance of
Blair’s successful appropriation of the issue was not
lost on the media:

Tony Blair has swiftly positioned himself
as the champion of “root and branch”
reform. Not to be outdone, William Hague
unveiled a “10-point plan” for reform
of the Commission, no doubt drawing
on his extensive McKinsey management
expertise.

In future work, we plan to look closely at the
topical metaphors, as they potentially represent
outcomes of leadership battles fought in the media,
and can thus have political consequences.

5 Conclusion

Using metaphor-annotated material that is
sufficiently representative of the topical composition
of a similar-length document in a large background
corpus, we showed that words expressing a
discourse-wide topic of discussion are less likely to
be metaphorical than other words in a document.

This is, to our knowledge, the first quantitative
demonstration of the connection between
metaphoricity of a given word and its role in the
relevant background discourse. It complements the
traditionally “localistic” outlook on metaphors that
is based on the observation that a metaphorically
used item creates a local incongruity because there
is a violation of a selectional restrictions between
verbs and their arguments (Fass, 1991; Mason,
2004; Gedigian et al., 2006; Birke and Sarkar, 2006)
or in the adjective-noun pairs (Krishnakumaran and
Zhu, 2007). Global discourse-level information
can potentially be used to focus metaphor detectors
operating at the local level on items with higher
metaphoric potential.

Reining and Lönneker-Rodman (2007) use
minimal topical information to focus their search
for metaphors. Working with a French-language
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corpus discussing European politics, Reining and
Lönneker-Rodman (2007) proposed harvesting
salient collocates of the lemma Europe, that
represents the main topic of discussion and is
thus hypothesized to be the main target domain
of metaphors in this corpus. Indeed, numerous
instances of metaphors were collected using a
4-word window around the lemma in their corpus.
Our work can be understood as developing a
more nuanced approach to finding the likely target
domains in the corpus – those words that represent
a topic of discussion rather than the means to
discuss a topic. Thus, it is not just Europe per se
that is the target, but, more specifically, aspects
such as monetary integration, employment, energy,
immigration, transportation, and defense, among
others. Our results suggest that to harvest deliberate
metaphors more effectively, one is advised to
consider words that do not represent a discourse
topic.
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Abstract

Psycholinguistic studies of metaphor process-
ing must control their stimuli not just for
word frequency but also for the frequency
with which a term is used metaphorically.
Thus, we consider the task of metaphor fre-
quency estimation, which predicts how often
target words will be used metaphorically. We
develop metaphor classifiers which represent
metaphorical domains through Latent Dirich-
let Allocation, and apply these classifiers to
the target words, aggregating their decisions to
estimate the metaphorical frequencies. Train-
ing on only 400 sentences, our models are able
to achieve 61.3% accuracy on metaphor clas-
sification and 77.8% accuracy on HIGH vs.
LOW metaphorical frequency estimation.

1 Introduction

Psycholinguistic studies of metaphor try to under-
stand metaphorical language comprehension by pre-
senting subjects with linguistic stimuli and observ-
ing their responses. Recent work has observed such
responses at the electrophysiological level, measur-
ing brain electrical activity as the stimuli are read
(Coulson and Petten, 2002; Tartter et al., 2002; Iaki-
mova et al., 2005; Arzouan et al., 2007; Lai et al.,
2007). All these studies have attempted to make
comparisons across different types of stimuli (e.g.
literal vs. metaphorical) by holding the frequen-
cies of the target words constant across experimental
conditions. For example, Tartter et al. (2002) com-
pared the metaphorical and literal sentences his face
was contorted by an angry cloud and his face was

contorted by an angry frown, where the two sen-
tences end in different words, but where the final
words cloud and frown had similar word frequen-
cies. As another example, Lai et al. (2007) com-
pared the metaphorical and literal sentences Their
theories have collapsed and The old building has
collapsed, where the two sentences end in exactly
the same words, so the target word frequencies
across conditions were perfectly matched. In both
designs, controlling for word frequency allowed the
researchers to attribute the differences in experimen-
tal conditions to interesting factors, like figurativity,
rather than simple word frequency.

However, word frequency is not the only type of
frequency relevant to such experiments. In particu-
lar, metaphorical frequency, that is, how inherently
metaphorical one word is as compared to another,
may also play an important role in explaining the
psycholinguistic results. For example, if collapsed
is usually used literally, a greater processing effort
may be observed when a metaphorical instance of
collapsed is presented. Likewise, if collapsed is
usually used metaphorically, greater effort may be
observed when a literal instance is presented. Psy-
cholinguistic studies of metaphor have not, to date,
controlled for such metaphorical frequency because
there were no corpora or algorithms which could
provide the needed metaphorical frequencies.

The present study aims to address this deficiency
by producing models which can automatically esti-
mate how often a word is used metaphorically. We
build these models using only 50 examples each of
a small number of target words (< 10), rather than
requiring 50 or more examples of every target word
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(100+) in the stimuli, as would be required by stan-
dard corpus linguistics methods. Our approach is
also novel in that it combines metaphor classifica-
tion with statistical topic models. Topic models are
intuitively promising for our task because they pro-
duce topics that seem to translate well to the theory
of conceptual domains, which suggests that, for ex-
ample, conceptual domains such as THEORIES and
BUILDINGS are used to understand Their theories
have collapsed. These topic models also show some
promise for distinguishing conventional metaphors
from novel metaphors.

2 Prior Work

Two types of prior research inform our current
study: corpus analyses investigating metaphor fre-
quency by hand, and machine learning models that
classify text as either literal or metaphorical. The
latter could be used to estimate metaphor frequen-
cies by applying the classifier to a corpus and aggre-
gating the classifications.

2.1 Metaphor Frequency

Researchers have manually estimated several differ-
ent kinds of metaphor frequency. Pollio et al. (1990)
looked at overall metaphorical frequency, perform-
ing an exhaustive analysis of a variety of texts, and
concluding that there were about five metaphors for
every 100 words of text. Martin (1994) looked at
the frequency of different types of metaphor, us-
ing a sample of 600 sentences from the Wall Street
Journal (WSJ), and concluded among other things
that the most frequent type of WSJ metaphor was
VALUE is LOCATION, e.g. Spain Fund tumbled
23%. Martin (2006) looked at conditional probabil-
ities of metaphor, for example noting that in 2400
WSJ sentences, the probability of seeing an instance
of a metaphor was greatly increased after a first in-
stance had already been observed. However, none of
these studies provided the metaphorical frequencies
of individual words needed for our research.

Sardinha (2008) performed what is probably clos-
est to the type of analysis we are interested in.
Using a corpus of Portuguese conference calls,
Berber Sardinha identified 432 terms that were used
metaphorically. He then took 100 instances of each
of these terms in a general Brazilian corpus and

manually annotated them as being either literal or
metaphorical. Berber Sardinha found that on aver-
age these terms were used metaphorically 70% of
the time, and provided analysis of the metaphor-
ical frequencies of a number of individual terms.
While it is exactly these kinds of individual term
frequencies that we are after, we cannot use Berber
Sardinha’s data because his corpus was in Por-
tuguese while we are interested in English. This
brings out one of the main drawbacks of the corpus
annotation approach: moving to a new language (or
even a new genre) requires an extensive manual an-
notation project. Our goal is to avoid such costs by
taking advantage of machine learning techniques for
automatically identifying metaphorical text.

2.2 Metaphor Classification
Recent years have seen a rising interest in metaphor
classification systems. Birke and Sarkar (2006) took
a semi-supervised approach, collecting noisy exam-
ples of literal and non-literal sentences from both
WordNet and metaphor dictionaries, and using a
word-based measure of sentence similarity to group
sentences into literal and non-literal clusters. They
evaluated on hand-annotated sentences for 25 target
words and reported an F-score of 0.538, a substantial
improvement over the 0.294 majority class baseline.

Gedigian et al. (2006) approached metaphor
identification as supervised classification, annotat-
ing around 4000 WSJ motion words as literal or
metaphorical, and training a maximum entropy clas-
sifier using as features based on named entities,
WordNet and semantic roles. They achieved an ac-
curacy of 95.1%, a decent improvement over the
very high majority class baseline of 93.8%.

Krishnakumaran and Zhu (2007) focused on three
syntactically constrained sub-types of metaphors:
nouns joined by be, nouns following verbs, and
nouns following adjectives. They combined Word-
Net hypernym information with bigram statistics
and a threshold, and evaluated their algorithm on
the Berkeley Master Metaphor List (Lakoff, 1994),
achieving an accuracy of around 46%.

All of these approaches produced models which
could be applied to new text to identify metaphors,
but each has some drawbacks for our task. The
WSJ study of Gedigian et al. (2006) found 94% of
their target words to be metaphorical, a vastly differ-
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Target L M M%
attacked 32 18 36%
born 45 5 10%
budding 16 34 68%
collapsed 10 40 80%
digest 7 43 86%
drifted 16 34 68%
floating 25 25 50%
sank 31 19 38%
spoke 47 3 6%
Total 229 221 49%

Table 1: Metaphorical (M) and literal (L) counts, and
metaphorical percentage (M%), for the annotated verbs.

ent number from the 49% for our target words (see
Section 3). Krishnakumaran and Zhu (2007) con-
sidered only a few different syntactic constructions,
but we need to consider all the ways a metaphor
may be expressed to evaulate overall metaphor fre-
quency. Birke and Sarkar (2006) did consider a va-
riety of target words in unrestricted text, but relied
on large scale language resources like WordNet and
metaphor dictionaries, while we are interested in ap-
proaches that are less resource intensive.

Thus, rather than basing our models on these prior
systems, we develop a novel approach to metaphor
frequency estimation based on using topic models to
operationalize metaphorical domains.

3 Data

The first step in building models of metaphorical
frequency is obtaining data for training and evalu-
ation. In one of the post-hoc analyses of the Lai et
al. (2007) experiment, 50 sentences from the British
National Corpus (BNC, 2007) were gathered for
each of nine of their target words. They annotated
each instance as either literal or metaphorical, and
then used these annotations to calculate metaphori-
cal frequencies for analysis.

This data served as our starting point for exploring
computational approaches to estimating metaphor-
ical frequency. Table 1 shows the nine verbs and
their metaphorical frequencies. Table 2 shows some
examples. Some verbs, such as digest, are almost al-
ways used metaphorically (86% of the time), while
other verbs, such as spoke, are almost always used

L Aye, that’s where I was born and reared.
M VATman threatens our budding entrepreneurs.
M Suddenly all her bravado collapsed.
L This makes it easier for us to digest the wheat.
L Gulls drifted lethargically on the swell.
M My heart sank as I looked around.

Table 2: Examples of sentences with metaphorical (M)
and literal (L) target words.

T# Most frequent words
00 book (4%) write (2%) read (2%) english (2%)
17 record (3%) music (2%) band (2%) play (2%)
42 social (3%) history (2%) culture (1%) society (1%)
58 film (3%) play (2%) theatre (1%) women (1%)
82 dog (9%) rabbit (2%) ferret (1%) pet (1%)

Table 3: Example topics (T#) from the BNC and their
most frequent words. Numbers in parentheses indicate
the percent of the topic each word represents.

literally (94% of the time). Annotation of just 50
instances of each of these nine verbs was time con-
suming, and yet to fully re-analyze the ERP results,
metaphorical frequencies would be needed for all of
the over 100 target words. Thus our goal was to au-
tomate this process.

4 Topic Models

Our approach to estimating metaphorical frequen-
cies was first to classify words in unrestricted text
as literal or metaphorical, and then to aggregate
those decisions to estimate a frequency. Thus, we
first needed to build a model which could iden-
tify metaphorical expressions. Our approach to this
problem was based on the theory of conceptual do-
mains, in which metaphors are seen as taking terms
from one domain (e.g. attacked) and applying them
to another domain (e.g. argument).

To operationalize these domains, we employed
statistical topic models, in particular, Latent Dirich-
let Allocation (LDA) (Blei et al., 2003). Intuitively,
LDA looks at how words co-occur in the documents
of a large corpus, and identifies topics or groups of
words that are semantically similar. For example,
Table 3 shows a few topics from the BNC. These
topics can be thought of as grouping words by their
semantic domains. For example, we might think of
topic 00 as the Book domain and topic 42 as the Soci-
ety domain. Because LDA generates topics that look
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much like the source and target domains associated
with metaphors, we expect that LDA can provide a
boost to metaphor identification models.

The LDA algorithm is usually presented as a gen-
erative model, that is, as an imagined process that
someone might go through when writing a text. This
generative process looks something like:

1. Decide what topics you want to write about.
2. Pick one of those topics.
3. Think of words used to discuss that topic.
4. Pick one of those words.
5. To generate the next word, go back to 2.

This is a somewhat unrealistic description of the
writing process, but it gets at the idea that the words
in a document are topically coherent. Formally, the
process above can be described as:

1. For each document d select a topic distribution
θd ∼ Dir(α)

2. Select a topic z ∼ θd
3. For each topic select a word distribution
φz ∼ Dir(β)

4. Select a word w ∼ φz

The goal of the LDA learning algorithm then is to
maximize the likelihood of our documents, where
for one document p(d|α, β) =

∏N
i=1 p(wi|α, β). Es-

timating these probabilities can be done in a few dif-
ferent ways, but in this paper we use Gibbs sampling
as it has been widely implemented and was available
in the LingPipe toolkit (Alias-i, 2008).

Gibbs sampling starts by randomly assigning top-
ics to all words in the corpus. Then the word-topic
distributions and document-topic distributions are
estimated using the following equations:

P (zi|zi−, wi, di, wi−, di−, α, β) =
φijθjd∑T
t=1 φitθtd

φij =
Cwordij

+β∑W

k=1
Cwordkj

+Wβ
θjd =

Cdocdj
+α∑T

k=1
Cdocdk

+Tα

Cwordij
is the number of times word i was assigned

topic j, Cdocdj
is the number of times topic j ap-

pears in document d, W is the total number of
unique words in the corpus, and T is the number
of topics requested. In essence, we count the num-
ber of times that a word is assigned a topic and
the number of times a topic appears in a document,
and we use these numbers to estimate word-topic

and document-topic probabilities. Once topics have
been assigned and distributions have been calcu-
lated, Gibbs sampling repeats the process, this time
selecting a new topic for each word by looking at
the calculated probabilities. The process is repeated
until the distributions become stable or a set number
of iterations is reached.

We ran LDA over the documents in the BNC, ex-
tracting 100 topics after 2000 iterations of Gibbs
sampling. We left the α and β parameters at their
LingPipe defaults of 0.1 and 0.01, respectively. Ta-
ble 3 shows some of the resulting topics.

5 Metaphor Frequency

Our primary goal was to use the topics produced by
LDA to help characterize words in terms of their
metaphorical frequency. We approached this prob-
lem by first training metaphor classifiers based on
LDA topics to identify target words in text as lit-
eral or metaphorical. Then we ran these classifiers
over unseen data, and aggregated the individual de-
cisions. The result is an approximate metaphorical
frequency for each word. The following sections de-
tail this process and discuss our preliminary results.

5.1 Metaphor Classification

Our data is composed of 50 sentences for each of
nine target words, with each sentence annotated as
either metaphorical or literal. We treated this as a
classification task, where the classifier took as input
a sentence containing a target word, and produced as
output either LITERAL or METAPHORICAL.

We trained support vector machine (SVM) clas-
sifiers on this data, using LDA topics as features.
For each of the sentences in our data, we used the
LDA topic models to assign topic probability distri-
butions to each of the words in the sentence. We then
summed the topic distributions over all the words in
the sentence to produce a sentence-wide topic dis-
tribution. The result was that for each sentence we
could say something like “this sentence was com-
posed of 5% topic 00, 2% topic 01, 8% topic 02,
etc.” We used these sentence-level topic probabil-
ity distributions as features for an SVM classifier, in
particular, SVMperf (Joachims, 2005).

We compared this SVM-LDA model against two
baselines. The first was the standard majority class
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classifier, which simply assigns all instances in the
test data whichever label (metaphorical or literal)
was most comon in the training data.

The second baseline was an SVM based on TF-
IDF features, a well known document classification
model (Joachims, 1998; Sebastiani, 2002; Lewis et
al., 2004). Under this approach, there is a numeric
feature for each of the 3000+ words in the training
data, and each word feature is assigned the weight:

|{w ∈ doc : w = word}|
|{w ∈ doc}| ·log

|{d ∈ docs}|
|{d ∈ docs : w ∈ d}|

Essentially, this formula means that the weight in-
creases with the number of times the word occurs
in the document, and decreases with the number of
documents in the corpus that contain that word. The
vectors of TF-IDF features are then normalized to
have Euclidean length 1.0, using the formula:

weight(word) =
tf-idf(word)√ ∑

word′
tf-idf(word′)2

To evaluate our model against both the majority
class and the TF-IDF baselines, we ran nine-fold
cross-validations, where each fold corresponded to
a single target word. Note that this means that we
trained our models on the sentences of eight target
words, and tested on the sentences of the ninth tar-
get word. This is a harder evaluation than a strat-
ified cross-validation where all target words would
have been observed during training. But it is a much
more realistic evaluation for our task, where we want
to learn enough about metaphors from nine target
words that we can automatically classify instances
of the remaining 95.

Table 4 compares the performance of our SVM-
LDA model and the baseline models1. The major-
ity class classifier performs poorly, achieving only
26.4% accuracy2. The TF-IDF based model per-
forms much better, at 50.7% accuracy. However, our
SVM based on LDA features outperforms both base-
line models, achieving 54.9% accuracy.

1For all models, hyper parameters (the cost parameter, the
loss function, etc.) were set using only the training data of each
fold by running an inner eight-fold cross validation.

2This might be initially surprising since our corpus was 49%
metaphorical. Consider, however, that during cross validation,
holding out a more metaphorical target word for testing means
that our training data is more literal, and vice versa.

Model Accuracy
Majority Class 26.4%
SVM + TF-IDF 50.7%
SVM + LDA topics 54.9%
SVM + LDA topics + LDA groups 61.3%

Table 4: Model performance on the literal vs. metaphor-
ical classification task.

Type Most frequent words
CONCRETE book write read english novel
ABSTRACT god church christian jesus spirit
MIXED sleep dream earth theory moon
OTHER many time only number large

Table 5: Examples of annotated topics.

5.2 Annotating Topics
The metaphor classification results showed the ben-
efit of operationalizing metaphor domains as LDA
topics. But metaphors are typically viewed as map-
ping a concrete source domain onto an abstract tar-
get domain, and our LDA topics had no direct notion
of this concrete/abstract distinction. To try to repre-
sent this distinction, we manually annotated3 the 100
LDA topics with one of four labels: CONCRETE,
ABSTRACT, MIXED or OTHER. Table 5 shows ex-
amples of the annotated topics.

We then used the annotated topics to generate new
features for our classifiers. In addition to the original
100 topic probability features, we provided four new
probability features, one for each of our labels, cal-
culated by taking the sum of the probabilities of the
corresponding topics. For example, since topics 07,
13, 37 and 77 were identified as ABSTRACT topics,
the probability of the new ABSTRACT feature was
just the sum of the probabilities of the topic features
07, 13, 37 and 77. The last row of Table 4 shows
the performance of the SVM model trained with the
augmented feature set. This model outperforms all
our other models, achieving an accuracy of 61.3%
on the literal vs. metaphorical distinction.

These results are interesting because they show
that human analysis of LDA topics can add substan-
tial value for machine learning models at a low cost.
Annotating the entire set of 100 topics took under

3All annotation was performed by a single annotator. Future
work will measure inter-annotator agreement.
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Model Accuracy
Majority Class 0.0%
SVM + TF-IDF 22.2%
SVM + LDA topics 55.6%
SVM + LDA topics + LDA groups 77.8%

Table 6: Model performance on the HIGH vs. LOW
metaphor frequency prediction task.

an hour, and yet provided a 6% gain in model ac-
curacy. The speed of annotation suggests that LDA
topics are conceptually accessible to humans, and
the performance boost suggests that manual group-
ing of LDA topics may be a fruitful area for feature
engineering.

5.3 Predicting Metaphorical Frequencies
Having constructed successful metaphor classifica-
tion models, we return to our question of metaphor-
ical frequency. Given a target word, can we pre-
dict the frequency with which that word will be
used metaphorically? Our models are not accurate
enough that we can expect the frequencies derived
from them to be exact predictions of metaphorical
frequency. But we may be able to distinguish, for
example, words with high metaphorical frequency
from words with low metaphorical frequency.

Thus, we evaluate our models on the binary task
of assigning target words an overall metaporical fre-
quency, either HIGH (≥ 50%) or LOW (< 50%). We
can perform this evaluation using the same data and
cross validation technique as before, this time exam-
ining each testing fold (which corresponds to a sin-
gle target word) and aggregating the metaphor clas-
sifications to get a metaphorical frequency estimate
of that target. Table 6 shows how the models fared
on this task. The majority class model misclassified
all the words, and the TF-IDF model managed to get
only two of the nine correct. The LDA models per-
formed better, with the model including the grouped
topic features achieving 77.8% accuracy. This sug-
gests that our model may already be good enough
to use for analysis of the original Lai experimental
data. Of course, this evaluation was carried out only
over the nine available target words, so additional
evaluation will be necessary to confirm these trends.

To further analyze our model performance, we
looked at the metaphorical frequency estimates for

Word True Predicted Difference
attacked 36% 24% -12%
born 10% 2% -8%
budding 68% 98% +30%
collapsed 80% 98% +18%
digest 86% 40% -46%
drifted 68% 92% +24%
floating 50% 100% +50%
sank 38% 26% -12%
spoke 6% 62% +56%

Table 7: Model performance on the HIGH vs. LOW
metaphor frequency prediction task.

each target word. Table 7 shows the estimates of
our best model along with the true metaphorical fre-
quencies. The three target words with the largest dif-
ferences between true and predicted accuracies are
spoke, floating and digest, with spoke and floating
predicted to be much more metaphorical than they
actually are, and digest predicted to be much less.

We also performed some analysis of the model er-
rors. In many cases it was difficult to judge why the
model succeeded or failed in identifying a metaphor,
but a couple of things stood out. First, 70% of the
digest instances our model misclassified were Di-
gest (capitalized), e.g. Middle East Economic Di-
gest. Our topic models were trained on all lower-
cased words, so Digest and digest were not distin-
guished. Re-training the models without collaps-
ing the case distinctions might address this prob-
lem. Second, spoke seems to be an inherently harder
term to classify because it co-occurs with so many
other topics. About 40% of the spoke instances oc-
curred as spoke of or spoke about, where speaking
about a metaphorical topic caused spoke to be inter-
preted metaphorically, and speaking about a literal
topic caused spoke to be interpreted literally. Ad-
dressing this problem would probably require some
understanding of argument structure, perhaps akin
to what was done by Gedigian et al. (2006).

6 Metaphor Novelty

As a final exploration of topic models for metaphor-
ical domains, we considered metaphorical novelty,
as used in the original Lai experiment. In particular,
we were interested in how LDA topics might reflect
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Type Stimulus Sentence
LIT Every soldier in the frontline was attacked
CON Every point in my argument was attacked
NOV Every second of our time was attacked
ANOM Every drop of rain was attacked
LIT The old building has collapsed
CON Their theories have collapsed
NOV Their compromises have collapsed
ANOM The apples have collapsed

Table 8: Example stimuli: literal (LIT), conventional
metaphor (CON), novel metaphor (NOV) and anomalous
(ANOM).

more conventional or more novel metaphors. In the
Lai experiment, conventional and novel metaphors
for a particular target word shared the same source
domain (e.g. WAR) but differed in the target domain
(e.g. ARGUMENT vs. TIME). If LDA topics are
a good operationalization of such domains, then it
should be possible use LDA topics to distinguish be-
tween conventional and novel metaphors.

To explore this area, we employed the stimuli
from the Lai experiment, and looked in particular
at the conventional and novel conditions. The Lai
experiment used 104 different target words, so these
data included 104 conventional metaphors and 104
novel metaphors. Novel metaphors were generated
for the Lai experiment by considering a conventional
source-target mapping and selecting a new target
domain. For example, the conventional metaphor
Every point in my argument was attacked maps
the source domain WAR to the target domain AR-
GUMENT, while the novel metaphor Every second
of our time was attacked maps the source domain
WAR to the target domain TIME. Table 8 shows ex-
ample stimulus sentences from the Lai experiment.
Though these experimental stimuli have the draw-
back of being manually constructed, not collected
from a corpus, they have the advantage of being
already annotated with a definition of novelty that
clearly distinguishes the two types of metaphors.

We performed a simple correlational analysis us-
ing the conventional and novel metaphors from the
Lai experiment. We produced topic distributions for
each stimulus, using our topic models trained on the
BNC. We then labeled conventional metaphors as -1
and novel metaphors as +1, and identified the top-

-0.19 like house old shop door look street room
-0.18 darlington programme club said durham hall
-0.15 film play theatre women actor work perform
-0.14 area local plan develop land house rural urban
-0.14 any sale good publish custom product price

Table 9: Top 5 topics correlated with conventionality.

0.20 freud sexual sophie male joanna people female
0.17 doctor leed rory dalek fergus date subject aug
0.13 book write read english novel publish reader
0.11 lorton kirov dougal jed manville vologski celia
0.09 war british france britain french nation europe

Table 10: Top 5 topics correlated with novelty.

ics that correlated best with this distinction. Table 9
shows the most negatively correlated (conventional)
topics and Table 10 shows the most positively corre-
lated (novel) topics.

Though even the best correlations are somewhat
low, there seem to be some trends in this analysis.
Conventional metaphors seem to correspond more
to concrete terms, like house, club, play and sale.
Novel metaphors have less of a coherent theme, in-
cluding terms like freud and sexual as well as names
like Rory, Kirov and Britain. This may reflect a
real distinction in the use of conventional and novel
metaphors, or it may be an artifact of how the exper-
imental stimuli were created. A deeper investigation
into the relations between LDA topics and metaphor
novelty will probably require annotating sentences
from some naturally occuring data.

7 Conclusions

We presented a novel two-phase approach to the task
of metaphorical frequency estimation. First, exam-
ples of a target word were automatically classified
as literal or metaphorical, and then these classifi-
cations were aggregated to estimate how often the
target word was used metaphorically. Our classi-
fiers operationalized metaphorical source and target
domains using topics derived from Latent Dirichlet
Allocation. Support vector machine classifiers took
these topic probability distributions and learned to
classify sentences as literal or metaphorical. These
models achieved 61.3% accuracy on the classifiation
task, and their aggregated classifications produced
an accuracy of 77.8% on the task of distinguishing
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between target words with high and low metaphori-
cal frequencies.

Future work will perform a larger scale eval-
uation, and will use our model’s metaphorical
frequency estimates to analyze psycholinguistic
data. In particular, we will split the conventional
metaphorical sentences of Lai et al. (2007) into
low and high-frequency items. If the low and
high frequency items display significantly differ-
ent brainwave patterns, then this could suggest that
metaphorical frequency of a given word plays a crit-
ical role in metaphor comprehension.

Future work will also explore frequency effects
that consider the sentential context in the stimulus
items. For example, a context like “Their theories
have ” probably gives a higher expectation of a
metaphorical word filling in the blank than a context
like “The old building has ”. Having a measure
of how much the words in the preceding context pre-
dict an upcoming metaphor would provide another
useful stimulus control.
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Abstract

An eggcorn is a type of linguistic error where
a word is substituted with one that is seman-
tically plausible – that is, the substitution is
a semantic reanalysis of what may be a rare,
archaic, or otherwise opaque term. We build
a system that, given the original word and its
eggcorn form, finds a semantic path between
the two. Based on these paths, we derive a ty-
pology that reflects the different classes of se-
mantic reinterpretation underlying eggcorns.

1 Introduction

The term “eggcorn” was coined in 2003 by Geof-
frey Pullum (Liberman, 2003) to refer to a certain
type of linguistic error where a word or phrase is
replaced with one that is phonetically similar and
semantically justifiable. The eponymous example is
acorn→ eggcorn, the meaning of the latter form be-
ing derived from the acorn’s egg-like shape and the
fact that it is a seed (giving rise to corn). These er-
rors are distinct from mere misspellings or mispro-
nunciations in that the changed form is an alternate
interpretation of the original.

The reinterpretation may be related to either the
word’s perceived meaning or etymology (as in the
case of acorn), or some context in which the word is
commonly used. In this sense, eggcorns are similar
to folk etymologies – errors arising from the misin-
terpretation of borrowed or archaic words – with the
difference being that the latter are adopted by an en-
tire culture or linguistic community, while eggcorns
are errors made by one or more individual speakers.

The formation of eggcorns and folk etymolo-
gies, mistakes though they are, involves a creative

leap within phonetic and semantic constraints (much
like what is required for puns or certain classes of
jokes). Eggcorns range from simple reshapings of
foreign words (paprika → pepperika) and substitu-
tions from similar domains (marshal→ martial), to
the subtly clever (integrate→ intergrade), the tech-
nological (sound bite → sound byte), or the funny
(stark-raving mad→ star-craving mad). The source
of reinterpretation may be a weak imagined link
(wind turbine→ wind turban), or an invented myth
(give up the ghost→ give up the goat1). And often,
it is not clear what the exact link is between the de-
rived and the original forms, although it is usually
obvious (to the human eye) that there is a connec-
tion.

This paper explores some ways of automatically
tracing the link between a word and its eggcorn.

In reality, we are chiefly concerned with comput-
ing the connections between a word and its rein-
terpreted form. Such pairs may also occur as folk
etymologies, puns, riddles, or get used as a poetic
device. However, we use eggcorns as a testbed
for three main reasons: there are a number of doc-
umented examples, the reanalyses are accidental
(meaning the semantic links are more unpredictable
and tenuous than in the cases of deliberate reshap-
ings), and the errors are idiosyncratic and relatively
modern – and hence have not been fossilized in the
lexicon – making them transparent to analysis (as
opposed to many folk etymologies and other histor-
ical errors). That said, much of the work described
here can be potentially applied to other instances of
semantic reinterpretation as well.

1http://eggcorns.lascribe.net/english/
714/goat/
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The first part of the paper describes an algorithm
(the “Cornalyzer”) for finding a semantic path be-
tween the original and reinterpreted forms of an
eggcorn pair. We then proceed to use the results
of this algorithm to cluster the eggcorn examples
into 5 classes, with a view to learning a typology
of eggcorns.

2 Related Work

One work related to this area (Nelken and Ya-
mangil, 2008) uses Wikipedia to automatically mine
eggcorns by searching for pairs of phonemically
similar words that occur in the same sentence con-
text in different revisions. However, the mined ex-
amples are reported to contain many false positives
since the algorithm does not include a notion of se-
mantic similarity.

Folk etymologies, the closest cousin to eggcorns,
have been studied from a linguistic point of view, in-
cluding some of the same questions we tackle here
(only, not from a computational side) – how is an
new word derived from the original, and what are
the different categories of folk etymologies? (Rund-
blad and Kronenfeld, 1998), (Scholfield, 1988). To
the best of our knowledge, there has been no pre-
vious work in inducing or computationally under-
standing properties of neologisms and errors de-
rived through misinterpretation. However, there is
a substantial literature on algorithmic humor, some
of which uses semantic relationships – (Stock and
Strapparava, 2006), (Manurung et al., 2008), among
others.

3 Data

The list of eggcorns is taken directly from the
Eggcorn Database2 as of the submission date. To
assure soundness of the data, we include only those
examples whose usage is attested and which are con-
firmed to be valid and contemporary reanalyses3,
giving a total of 509 instances. Table 1 shows a sam-
ple of the data.

Every example can be denoted by the tuple
(w, e, c) where c is the list of obligatory contexts in

2http://eggcorns.lascribe.net/
3In other words, all examples that are classified as ‘ques-

tionable’ (or otherwise indicated as being questionable), ‘not an
eggcorn’, ‘citational’ or ‘nearly-mainstream’ are eliminated.

Table 1: A few eggcorns. ‘X’ can be replaced for w or
e to give the original form in context, or the eggcorn in
context respectively.

Original Changed Context
form w form e c

bludgeon bloodgeon X
few view name a X

entree ontray X
praying preying X mantis

jaw jar X-dropping
dissonance dissidence cognitive X

which the reanalysis takes place, w is the original
form, and e is the modified (eggcorned) form.

The Cornalyzer uses WordNet (Fellbaum, 1998)
version 3.0, including the built-in morphological
tools for lemmatization and dictionary definitions4.

4 Automated Understanding of Eggcorn
Generation

Broadly speaking, there are two types of eggcorns:

1. Ones where e or a part of e is semantically re-
lated to the original word w (lost → loss in
‘no love lost’) or the context c (pied → pipe
in ‘pied-piper’).

2. Eggcorns where e is related to an image or ob-
ject that is connected to or evoked by the origi-
nal (like ‘song’ in lip-sync→ lip-sing).

For the first, a database of semantic relations be-
tween words (like WordNet) can be used to find a
semantic connection between w and e. The sec-
ond type is more difficult since external knowledge
is needed to make the connection. To this end, we
make use of the “glosses” – dictionary definitions of
word senses – included in WordNet. For instance,
the ‘lip-sing’ eggcorn is difficult to analyze using
only semantic relations, since neither ‘sync’ nor ‘lip’
are connected closely to the word ‘sing’. However,
the presence of the word song in the gloss of lip-
sync:

move the lips in synchronization

(with recorded speech or song)

4From http://wordnet.princeton.edu/
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makes the semantic connection fairly transparent.
The Cornalyzer first attempts to analyze an

eggcorn tuple (w, e, c) using semantic relations
(§4.1). If no sufficiently short semantic path is
found, the eggcorn is presumed to be of the second
type, and is analyzed using a combination of seman-
tic relations and dictionary glosses (§4.2).

4.1 Analysis using Word Relations

4.1.1 Building the Semantic Graph
WordNet is a semantic dictionary of English, con-

taining a list of synsets. Each synset consists of a
set of synonymous words or collocations, and its re-
lations (like hypernymy, antonymy, or meronymy)
with other synsets. The dictionary also includes lex-
ical relations – relations between words rather than
synsets (for instance, a pertainym of a noun is an
adjective that is derived from the noun).

WordNet relations have been used to quantify se-
mantic similarity between words for a variety of ap-
plications (see Budanitsky and Hirst (2001) for a re-
view of similarity measures). The Cornalyzer uses
the same basic idea as most existing measures – find-
ing the shortest path between the two words – with
some modifications to fit our problem.

We adopt the convention that two words w1 and
w2 have the relation R if they are in different synsets
S1 and S2, and R(S1, S2) is true. We also define two
new lexical relations that are not directly indicated
in the dictionary: w1 and w2 are synonyms if they
are in the same synset, and homographs if they have
identical orthographic forms and lexical categories
but are in different synsets. 5

This relational network can hence be used to de-
fine a graph Gs over words, where there is an edge
of type tR from w1 to w2 if R(w1, w2) holds. Some
of the relations in WordNet (like antonymy) are ig-
nored, either because they invert semantic similarity,
or are not sufficiently informative. Table 2 summa-
rizes the relations used.

This graph can be used to find the semantic re-
lationships between an original word w and its

5This paper uses ‘word’ to include sense – i.e, ‘bank’ as in
slope beside a body of water and ‘bank’ as in financial institu-
tion are distinct. When required for disambiguation, the Word-
Net sense number, which is the index of the sense in the list of
the word’s senses, is added in parenthesis; e.g. bank (2) for the
financial institution sense.

Table 2: WordNet relations used to build the semantic
graph.

Relation Parts of Reflexive Example
Speech Relation

Synonym (N, N) Synonym (forest, wood)
(V, V) (move, displace)

(Adj, Adj) (direct, lineal)
(Adv, Adv) (directly, at once)

Homograph (All, All) Homograph (call [greet],
call [order])

Hypernym (V, V) Troponym/ (move, jump)
(N, N) Hyponym (canine, fox)

Meronym (N, N) Holonym (forest, tree)
Has Instance (N, N) Instance Of (city, Dresden)

Cause (V, V) Caused by (affect, feel)
Entails (V, V) not specified (watch, look)

Similar To (Adj, Adj) Similar To (lucid, clear)
Related (V, V) Related

(Adj, Ad) (few, some)
Same Group (V, V) Same Group (displace, travel)
Has Attribute (Adj, N) Attribute Of (few, numerousness)
Derivational (N, V) Derivational (movement, move)

Relation (N, Adj) Relation (movement, motional)
(V, Adj) (move, movable)

Pertainym (Adj, N) not specified (direct, directness)
(Adv, Adj) (directly, direct)

eggcorn form e, if both forms are in the dictionary,
and there exists a path from w to e. However, it is
often the case that e or w are not in the dictionary,
or that a path does not exist. This could be because
one of the forms is an inflected form or compound,
or that some substring of e – rather than the whole
word or collocation – is the reinterpreted segment.
It is also essential to consider the strings in c, since
many eggcorns result from semantic reinterpretation
of the contexts.

Hence, three new non-semantic relations are de-
fined: w1 is a substring of w2 if the orthographic
form of w1 is a substring of that of w2, and w1 and
w2 are contextually linked if they occur in the same
collocation or compound. If w2 can be derived from
w1 using WordNet’s lemmatizer, w2 is an inflected
form of w1.

A new graph Ge is constructed by adding edges
of types tsubstring, tcontext, and tinflect to Gs. For
all eggcorn tuples (w, e, c):

1. If e or w are not in the dictionary, add them to
Ge as a vertex

2. Add edges of type inflect between e and its base
form.

3. Add edges of type substring from e to every
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substring of length ≥ 3 that is in the dictionary
(except those substrings which are base forms
of e), and edges of type supstring in the other
direction.

4. Extract a set of ‘context words’ from c by split-
ting it along spaces and hyphenation. Select
those words which are in the dictionary.

5. Add edges of type context from w and e to each
extracted context word.

For example, given the data in table 1, the follow-
ing vertices and edges will be added to Ge:

Vertices bloodgeon, ontray, preying, praying

Substring edges (bloodgeon, blood), (bloodgeon, loo),
(bloodgeon, eon), (view, vie), (entree, tree), (ontray,
ray), (ontray, tray)

Superstring edges above edges in the other direction

Inflectional edges (preying, prey), (praying, pray).
These edges are bidirectional.

Context edges (few, name), (view, name), (few, a),
(view, a), (praying, mantis), (preying, mantis), (jaw,
dropping), (jar, dropping), (dissonance, cognitive),
(dissidence, cognitive). These edges are also bidi-
rectional.

4.1.2 Tracing the Semantic Path
Given the semantic graph, our working assump-

tion is that e is generated from w by following the
shortest path from w to e (denoted by P (w, e, c)).

1. If w and e are both in the dictionary, find
P1(w, e) = the shortest path from w to e in Gs

2. Find P2(w, e, c) = the shortest path using sub-
strings of e and/or c in Ge

(Since the edges are unweighted, the shortest path
from w to e is found simply by performing breadth-
first search starting at w.)

P (w, e, c) is simply the shorter of P1(w, e) (if it
exists) and P2(w, e, c). Note that there may be sev-
eral shortest paths, especially since words that are
synonymous have almost the same incident semantic
edges. Since the candidate shortest paths generally
do not differ much from one another (as far as their

semantic implications), an arbitrary path is chosen
to be P .

Table 3 shows the paths found by the algorithm
for some eggcorns.

4.2 Analysis using Dictionary Definitions

As described in §4, the source of many eggcorns
is knowledge external to the original word or con-
texts through some concept or object suggested by
the original. In such cases, a semantic network will
not suffice to find the reinterpretation path. One pos-
sible way of accessing the additional information is
to search for w and e in a large corpus, and extract
the key words that appear in conjunction with these
forms.

However, filtering and extracting the represen-
tative information can quickly become a complex
problem beyond the scope of this paper. Hence, as a
first approximation, we use the dictionary definitions
(glosses) that accompany synsets in WordNet. To
optimize efficiency and to avoid having noise added
by the definitions, the Cornalyzer only resorts to this
step if a sufficiently short path – that is, a path of
length≤ k for some threshold k – is not found when
only using word relations. (The results suggest 7
as a good threshold, since most of discovered paths
that are longer than 7 tend not to reflect the semantic
relationships between the eggcorn and the original
form.)

Every gloss from all senses of a lexical item6 x
(for all x in the dictionary) is first tokenized, and
punctuation stripped. All tokens are stemmed using
the built-in lemmatizer. Only those tokens t that are
already present as vertices in Ge are taken into con-
sideration. However, it should be clear that not all
tokens t are equally relevant to x. For instance, con-
sider one gloss of the noun “move”:

the act of changing location from one
place to another

which gives the tokens act, changing, location,
one, place, another. Clearly, the tokens changing,
location, and place rank higher than the others in
terms of how indicative they are of the meaning of
the noun.

6A lexical item is a word independent of sense, e.g, all
senses of ‘bank’ constitute a single lexical item.
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Table 3: A sample of semantic similarity paths. x
R−→ y means “y is an R of x”. When relevant, WordNet sense

numbers are indicated.

Eggcorn tuple Path from word to eggcorn
(word, eggcorn, context)

(mince, mix, ‘X words’) mince
hypernym−−−−−−−→ change

hyponym−−−−−−→ mix

(few, view, ‘name a X’) few deriv−−−→ fewness
hypernym−−−−−−−→ number

hypernym−−−−−−−→ amount
hypernym−−−−−−−→ magnitude

hyponym−−−−−−→ extent
hyponym−−−−−−→ scope

hyponym−−−−−−→ view

(dissonance, dissidence, dissonance
synonym−−−−−−→ disagreement (1)

homograph−−−−−−−→ disagreement (3)

cognitive X)
hyponym−−−−−−→ dissidence

(ado, [to-do, to do], [‘much X ado
synonym−−−−−−→ stir (3)

homograph−−−−−−−→ stir (1)
hypernym−−−−−−−→ to-do

about nothing’, ‘without further X’])

(jaw, jar, X-dropping) jaw context−−−−−→ dropping
inflect−−−−→drop

hypernym−−−−−−−→displace
hyponym−−−−−−→jar

(ruckus, raucous, X) ruckus
homograph−−−−−−−→ din deriv−−−→ cacophonous similar−−−−−→raucous

(segue, segway, X) segue
hypernym−−−−−−−→ passage (1)

homograph−−−−−−−→ passage (3)
hypernym−−−−−−−→

way
supstring−−−−−−→ segway

One way of reflecting these distinctions in the
Cornalyzer is to weight these terms appropriately,
with something resembling the TF-IDF (Salton and
Buckley, 1988) measure used in information re-
trieval. Let tf(t, x) = the frequency of the to-
ken t in the glosses of x, and idf(t) = log N

df(t)
where N = the number of lexical items in the dic-
tionary and df(t) = the number of lexical items
in the dictionary whose glosses contain t. Define
W (t, x) = tf(t, x) · idf(t).

A new graph Gd is constructed from Ge by adding
edges of type hasdef from every lexical item x to
tokens t in its glosses with the edge-weight 1 +
1/W (t, x), and reflexive edges of type indef from
t to x with the same weight. All existing edges in
the original graph Ge are assigned the weight 1.

The semantic path from w to e is found by the
process similar to what was described in §4.1.2:
first find P1(w, e) and P2(w, e, c) as well as
P3(w, e, c) = the shortest path from w to e in Gd,
and let P (w, e, c) be the shortest of the three. Since
Gd has weighted edges, the shortest path P3 is com-
puted using Dijkstra’s algorithm.

Dictionary-definition-based paths P2 for some
eggcorns are shown in Table 4. The shortest P2 paths
are also shown for comparison. The P3 paths gener-
ally appear to be closer to a human judgment of what
the semantic reinterpretation constitutes. In the case

of (bludgeon→ bloodgeon), for example, P2 shows
no indication of the key connection (bleeding due to
being bludgeoned), whereas P3 captures it perfectly.

Of the 509 eggcorns, paths were found for 238
instances by using only Gs or Ge as the relational
graph. Paths for a total of 372 eggcorns were found
when using dictionary glosses in the graph Gd.

5 From Generation to Typology

A quick glance at tables 3 and 4 shows that the paths
vary in shape and structure: some paths move up
and down the hypernym/homonym tree, while oth-
ers move laterally along synonyms and polysemes;
some use no external knowledge, while others make
primary use of context information and dictionary
glosses. A natural next step, therefore, is to group
the eggcorns into some number of classes that rep-
resent general categories of semantic reanalysis. We
can achieve this by clustering eggcorns based on
their semantic shortest paths.

5.1 Clustering of Paths

One natural choice for a feature space is the set of all
24 relations (edge-types) used in Gd. An eggcorn
(w, e, c) is represented as a vector [v1, v2, . . . v24]
where vi = the number of times that relation Ri (or
the reflexive relation of Ri) appears in P (w, e, c).

These vectors are then clustered using k-means
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Table 4: Some semantic paths using dictionary glosses. As before, x
R−→ y stands for “y is an R of x”, and the numbers

in parentheses following a lexical item are the WordNet sense numbers corresponding to that word.
Eggcorn tuple Path from word to eggcorn

(bludgeon, bloodgeon, X) P3 (length 6): bludgeon
hypernym−−−−−−−→ hit (3)

homograph−−−−−−−→ hit (6)
hypernym−−−−−−−→ wound

indef−−−−→ gore
hypernym−−−−−−−→ blood

supstring−−−−−−→ bloodgeon

P2 (length 11): bludgeon
hypernym−−−−−−−→ club

hypernym−−−−−−−→ stick
hypernym−−−−−−−→ implement

hypernym−−−−−−−→ instrumentality
hypernym−−−−−−−→ artefact

hyponym−−−−−−→ structure
hyponym−−−−−−→ area

hyponym−−−−−−→room
hyponym−−−−−−→lavatory

hyponym−−−−−−→ loo
supstring−−−−−−→ bloodgeon

(entree, [ontray, on-tray], X) P3 (length 4): entree
indef−−−−→ meal

indef−−−−→ food
hasdef−−−−→ tray

supstring−−−−−−→ ontray

P2 (length 8): entree
hyponym−−−−−−→ plate (8)

homograph−−−−−−−→ plate (4)
hypernym−−−−−−−→ flatware

hypernym−−−−−−−→ tableware
hyponym−−−−−−→ tea set

meronym−−−−−−→ tea tray
hypernym−−−−−−−→ tray

supstring−−−−−−→ on-tray

(praying, preying, X mantis) P3 (length 6): praying context−−−−−→ mantis
indef−−−−→ predacious

synonym−−−−−−→ predatory (3)
homograph−−−−−−−→ predatory (2)

indef−−−−→ prey
inflect−−−−→ preying

P2 (length 8): praying context−−−−−→ mantis
hypernym−−−−−−−→ dictyopterous insect

hypernym−−−−−−−→ insect
hypernym−−−−−−−→ arthropod

hypernym−−−−−−−→ invertebrate
hypernym−−−−−−−→ animal

hyponym−−−−−−→ prey
inflect−−−−→ preying

and a Euclidean distance metric. We experimented
with a few different values of k and found that k =
5 produces clusters that are the most semantically
coherent.

5.2 Results
The five clusters roughly correspond to the each of
the following characteristic paths P (w, e, c):

1. Independent of dictionary glosses and of con-
text, and mostly contain synonym, homograph,
related, or similar to types of edges.

2. Contain several hypernym and hyponym edges.

3. Contain several substring, supstring, and inflect
or derivational edges.

4. Heavily dependent on context edges.

5. Heavily dependent on dictionary glosses.

Eggcorns in these clusters can be interpreted to
be (1) Near-synonyms, (2) Semantic cousins – de-
riving from a common general concept or entity,
(3) Segmentally related – being linked by morpho-
logical operations, (4) Contextually similar, or (5)
Linked by implication – deriving from an implicit
concept.

A sample of the cluster membership is shown in
Table 5.

6 Discussion

This paper presents a procedure for computationally
understanding the semantic reanalyses of words. We
identified the two general types of eggcorns, and
built the appropriate networks overlying the Word-
Net graph and dictionary in order to trace the se-
mantic path from a word to its eggcorn.

An obvious drawback to our method stems from
the fact that the semantic dictionary is not perfect,
or fully reflective of human information. Similarly,
dictionary glosses are a limited source of external in-
formation. It would hence be worth exploring data-
driven methods to augment a source like WordNet,
such as building a word graph from co-occurrences
in text, or using corpora to derive distributional sim-
ilarity measures.

The Cornalyzer is only an exploratory first step
– there are a wealth of other possible computa-
tional problems related to eggcorns. Semantic path-
finding can be extended to defining some measure of
eggcorn strength or plausibility. The algorithm can
also be used to mine for new eggcorns – a thresh-
old or a set of criteria for an ‘eggcornish’ path can
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Table 5: A look at the clustered eggcorns.
Cluster Examples

1 (cognitive dissonance→ cognitive dissidence), (ado→ to-do), (slake thirst→ slack thirst),
(ruckus→ raucous), (sparkle (protests, etc)→ spark), (poise to do→ pose to do), ...

2 (sow wild oats→ sow wild oaks), (name a few→ name a view), (whet, wet),
(curb hunger→ curve hunger), (entree→ ontray), (mince words→ mix words), ...

3 (utmost→ upmost), (valedictorian→ valevictorian), (quote unquote→ quote on quote),
(playwright→ playwrite), (no love lost→ no love loss), (snub→ snob), ...

4 (pied piper→ pipe piper), (powerhouse→ powerhorse), (jaw-dropping→ jar-dropping),
(sell (something) down the river→ sail (something) down the river), ...

5 (renowned, reknowned), (praying mantis→ preying mantis), (expatriate→ expatriot),
(skim milk→ skimp milk), (sopping wet→ soaping wet), (pique→ peak), ...

be set based on the paths found for known eggcorns,
thus helping separate them from false positives (ty-
pos and misspellings).

Another possible line of work is finding general-
izations in pronunciation changes from the original.
“The Eggcorn Database” website includes a partial
catalogue of phonetic changes like t-flapping and
cot/caught merger – it would be interesting to see if
such patterns and categories can be learnt. The basic
model of the Cornalyzer can potentially also be ex-
tended to applications in other domains of semantic
reanalysis like folk etymologies and puns.
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Abstract 

Computational models can be built to capture 
the syntactic structures and semantic patterns 
of human punning riddles. This model is then 
used as rules by a computer to generate its 
own puns. This paper presents T-PEG, a sys-
tem that utilizes phonetic and semantic lin-
guistic resources to automatically extract word 
relationships in puns and store the knowledge 
in template form. Given a set of training ex-
amples, it is able to extract 69.2% usable tem-
plates, resulting in computer-generated puns 
that received an average score of 2.13 as com-
pared to 2.70 for human-generated puns from 
user feedback. 

1 Introduction 

Previous works in computational humor have 
shown that by analyzing the syntax and semantics 
of how humans combine words to produce puns, 
computational models can be built to capture the 
linguistic aspects involved in this creative word-
play. The model is then used in the design of com-
puter systems that can generate puns which are 
almost at par with those of human-generated puns, 
as the case of the Joke Analysis and Production 
Engine or JAPE (Binsted et al, 1997) system. 

The computational model used by the JAPE 
(Binsted, 1996) system is in the form of schemas 
and templates with rules describing the linguistic 
structures of human puns. The use of templates in 
NLP tasks is not new. Information extraction sys-
tems (Muslea, 1999) have used templates as rules 
for extracting relevant information from large, un-
structured text. Text generation systems use tem-

plates as linguistic patterns with variables (or slots) 
that can be filled in to generate syntactically cor-
rect and coherent text for their human readers.  

One common characteristic among these NLP 
systems was that the templates were constructed 
manually. This is a tedious and time-consuming 
task. Because of this, several researches in exam-
ple-based machine translation systems, such as 
those in (Cicekli and Güvenir, 2003) and in (Go et 
al, 2007), have worked on automatically extracting 
templates from training examples. The learned 
templates are bilingual pairs of patterns with corre-
sponding words and phrases replaced with vari-
ables. Each template is a complete sentence to 
preserve the syntax and word order in the source 
text, regardless of the variance in the sentence 
structures of the source and target languages 
(Nunez et al, 2008).  

The motivation for T-PEG (Template-Based 
Pun Extractor and Generator) is to build a model of 
human-generated puns through the automatic iden-
tification, extraction and representation of the word 
relationships in a template, and then using these 
templates as patterns for the computer to generate 
its own puns. T-PEG does not maintain its own 
lexical resources, but instead relies on publicly 
available lexicons, in order to perform these tasks. 
The linguistic aspects of puns and the resources 
utilized by T-PEG are presented in Section 2. 

Sections 3 and 4 discuss the algorithms for ex-
tracting templates and generating puns, respec-
tively. The tests conducted and the analysis of the 
results on the learned templates and generated puns 
follow in Section 5, to show the limitations of T-
PEG’s approach and the level of humor in the gen-
erated puns. The paper concludes with a summary 
of what T-PEG has been able to accomplish. 
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2 Linguistic Resources  

Ritchie (2005) defines a pun as “a humorous writ-
ten or spoken text which relies crucially on pho-
netic similarity for its humorous effect”. Puns can 
be based on inexact matches between words (Bin-
sted and Ritchie, 2001), where tactics include me-
tathesis (e.g., throw stones and stow thrones) and 
substitution of a phonetically similar segment (e.g., 
glass and grass). 

In T-PEG, punning riddles are considered to be 
a class of jokes that use wordplay, specifically 
pronunciation, spelling, and possible semantic 
similarities and differences between words (Hong 
and Ong, 2008). Only puns using the question - 
answer format as shown in example (1) from (Bin-
sted, 1996) are considered. Compound words are 
also included, underlined in example (2) from 
(Webb, 1978). 

(1) What do you call a beloved mammal? 
A dear deer. 

(2) What do barbers study? Short-cuts. 
The automatic tasks of analyzing human-

generated puns in order to build a formal model of 
the word relationships present in the puns require 
the use of a number of linguistic resources. These 
same set of resources are used for later generation. 
STANDUP (Manurung et al, 2008), for example, 
uses “a database of word definitions, sounds and 
syntax to generate simple play-on-words jokes, or 
puns, on a chosen subject”. Aside from using 
WordNet (2006) as its lexical resource, STANDUP 
maintains its own lexical database of phonetic 
similarity ratings for pairs of words and phrases. 

Various works have already emphasized that 
puns can be generated by distorting a word in the 
source pun into a similar-sounding pun, e.g., 
(Ritchie, 2005 and Manurung et al, 2008). This 
notion of phonetic similarity can be extended fur-
ther by allowing puns containing words that sound 
similar to be generated, as shown in example (3), 
which was generated by T-PEG following the 
structure of (1). 

(3)  What do you call an overall absence? 
A whole hole. 

The Unisyn English Pronunciation lexicon (Fitt, 
2002) was utilized for this purpose. The dictionary 
contains about 70,000 entries with phonetic tran-
scriptions and is used by T-PEG to find the pro-
nunciation of individual words and to locate 

similar sounding words for a given word. Because 
Unisyn also provides support in checking for spell-
ing regularity, it is also used by T-PEG to check if 
a given word does exist, particularly when a com-
pound word is split into its constituent syllables 
and determining if these individual syllables are 
valid words, such as the constituents “short” and 
“cuts” for the compound word “shortcuts” in (2). 

The wordplay in punning riddles is not based on 
phonetic similarity alone, but may also involve the 
semantic links among words that make up the pun. 
These semantic relationships must also be identi-
fied and captured in the template, such that the 
generated puns are not  only syntactically well-
formed (due to the nature of templates) but also 
have consistent semantics with the source human 
pun, as shown in example (4) from (Binsted, 1996) 
and T-PEG’s counterpart in example (5). 

(4)   How is a car like an elephant? 
They both have trunks. 

(5)   How is a person like an elephant? 
They both have memory. 

Two resources are utilized for this purpose. 
WordNet (2006) is used to find the synonym of a 
given word, while ConceptNet (Liu and Singh, 
2004) is used to determine the semantic relation-
ships of words.  

ConceptNet is a large-scale common sense 
knowledge base with about 1.6 million assertions. 
It focuses on contextual common sense reasoning, 
which can be used by a computer to understand 
concepts and situating these concepts on previous 
knowledge.  
 

Relationship Types Examples 
IsA IsA headache pain 

IsA deer mammal 
PartOf PartOf window pane 

PartOf car trunk  
PropertyOf PropertyOf pancake flat 

PropertyOf ghost dead 
MadeOf MadeOf snowman snow 
CapableOf CapableOf sun burn 

CapableOf animal eat 
LocationOf LocationOf money bank 
CanDo CanDo ball bounce 
ConceptuallyRelatedTo ConceptuallyRelatedTo 

wedding bride 
forest animal 

Table 1. Some Semantic Relationships of Concept-
Net (Liu and Singh, 2004) 
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The concepts can be classified into three general 
classes – noun phrases, attributes, and activity 
phrases, and are connected by edges to form an 
ontology. Binary relationship types defined by the 
Open Mind Commonsense (OMCS) Project (Liu 
and Singh, 2004) are used to relate two concepts 
together, examples of which are shown in Table 1. 

3 Extracting Punning Templates 

The structural regularities of puns are captured in 
T-PEG with the use of templates. A template is the 
combined notion of schemas and templates in 
(Binsted, 2006), and it contains the relationship 
between the words (lexemes) in a pun as well as its 
syntactical structure. The template constrains the 
set of words that can be used to fill-in the slots dur-
ing the generation phase; it also preserves the syn-
tactical structure of the source pun, to enable the 
generated puns to follow the same syntax. 

3.1 Templates in T-Peg 

A template in T-PEG is composed of multiple 
parts. The first component is the source punning 
riddle, where variables replaced the keywords in 
the pun and also serve as slots that can be filled 
during the pun generation phase. 

Variables can be one of three types. A regular 
variable is a basic keyword in the source pun 
whose part-of-speech tag is a noun, a verb, or an 
adjective. Variables in the question-part of the pun 
are represented with Xn while Yn represent vari-
ables in the answer-part (where n denotes the lexi-
cal sequence of the word in the sentence starting at 
index 0). 

A similar-sound variable represents a word that 
has the same pronunciation as the regular variable, 
for example, deer and dear. A compound-word 
variable contains two regular or similar-sound 
variables that combine to form a word, for example 
sun and burn combine to form the word sunburn. 
A colon (:) is used to connect the variables com-
prising a compound variable, for example, X1:X2. 

Word relationships may exist among the vari-
ables in a pun. These word relationships comprise 
the second component of a template and are repre-
sented <var1> <relationship type> <var2>. 

There are four types of binary word relation-
ships captured by T-PEG. SynonymOf relation-
ships specify that two variables are synonymous 

with each other, as derived from WordNet (2006). 
Compound-word (or IsAWord) relationships spec-
ify that one variable combined with a second vari-
able should form a word. Unisyn (Fiit, 2002) is 
used to check that the individual constituents as 
well as the combined word are valid. SoundsLike 
relationships specify that two variables have the 
same pronunciation as derived from Unisyn. Se-
mantic relationships show the relationships of two 
variables derived from ConceptNet  (Liu and 
Singh, 2004), and can be any one of the relation-
ship types presented in Table 1. 

3.2 Learning Algorithm 

Template learning begins from a given corpus of 
training examples that is preprocessed by the tag-
ger and the stemmer. The tagged puns undergo 
valid word selection to identify keywords (noun, 
verb, or adjective) as candidate variables. The can-
didate variables are then paired with each other to 
identify any word relationships that may exist be-
tween them. The word relationships are determined 
by the phonetic checker, the synonym checker, and 
the semantic analyzer. Only those candidate vari-
ables with at least one word relationship with an-
other candidate variable will be retained as final 
variables in the learned template. 

Table 2 presents the template for “Which bird 
can lift the heaviest weights? The crane.” (Webb, 
1978). Keywords are underlined. All of the ex-
tracted word relationships in Table 2 were derived 
from ConceptNet. Notice that i) some word pairs 
may have one or more word relationships, for ex-
ample, “crane” and “lift”; while ii) some candidate 
keywords may not have any relationships, i.e, the 
adjective “heaviest”, thus it is not replaced with a 
variable in the resulting template. This second 
condition will be explored further in Section 5. 

 
Source 
Pun 

Which bird can lift the heaviest weights? 
The crane. 

Template  Which <X1> can <X3> the heaviest 
<X6>? The <Y1>. 

Word Re-
lationships 

X1 ConceptuallyRelatedTo X6 
X6 ConceptuallyRelatedTo X1 
Y1 IsA X1 
X6 CapableOfReceivingAction X3 
Y1 CapableOf X3 
Y1 UsedFor X3 

Table 2. Template with Semantic Relationships   
identified through ConceptNet 
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Table 3 presents another template from the pun 
“What do you call a beloved mammal? A dear 
deer.” (Binsted, 1996), with the SynonymOf 
relationship derived from WordNet, the IsA 
relationship from ConceptNet, and the SoundsLike 
relationship from Unisyn. Notice the “-0” suffix in 
variables Y1 and Y2. “<var>-0” is used to repre-
sent a word that is phonetically similar to <var>. 

 
Source 
Pun 

What do you call a beloved mammal? 
A dear deer. 

Template  What do you call a <X5> <X6>? 
A <Y1> <Y2>. 

Word Re-
lationships 

X5 SynonymOf Y1 
X5 SynonymOf Y2-0 
Y1-0 IsA X6 
Y2 IsA X6 
Y1 SoundsLike Y2 
Y1-0 SoundsLike Y1 
Y2-0 SoundsLike Y2 

Table 3. Template with Synonym Relationships and 
Sounds-Like Relationships 

 
A constituent word in a compound word (identi-

fied through the presence of a dash “-”) may also 
contain additional word relationships. Thus, in 
“What  kind of fruit fixes taps? A plum-ber.” (Bin-
sted, 1996), T-PEG learns the template shown in 
Table 4. The compound word relationship ex-
tracted is Y1 IsAWord Y2 (plum IsAWord ber). Y1 
(plum), which is a constituent of the compound 
word, has a relationship with another word in the 
pun, X3 (fruit). 
 
Source 
Pun 

What kind of fruit fixes taps?  
A plum-ber. 

Template  What kind of <X3> <X4> taps? 
A <Y1>:<Y2>. 

Word Re-
lationships 

Y1 IsA X3 
Y1 IsAWord Y2 
Y1:Y2 CapableOf X4 

Table 4. Template with Compound Word 
 
The last phase of the learning algorithm in-

volves template usability check to determine if the 
extracted template has any missing link. A tem-
plate is usable if all of the word relationships form 
a connected graph. If the graph contains unreach-
able node/s (that is, it has missing edges), the tem-
plate cannot be used in the pun generation phase 
since not all of the variables will be filled with 
possible words. 

Consider a template with four variables named 
X3, X4, Y1 and Y2. The word relationships X3-X4, 
X4-Y1 and Y1-Y2 form a connected graph as shown 
in Figure 1(a). However, if only X3-X4 and Y1-Y2 
relationships are available as shown in Figure 1(b), 
there is a missing edge such that if variable X3 has 
an initial possible word and is the starting point for 
generation, a corresponding word for variable X4 
can be derived through the X3-X4 edge, but no 
words can be derived for variables Y1 and Y2. 

 

  
(a) Connected Graph (b) Graph with Missing Edge 

Figure 1. Graphs for Word Relationships 
 

 This condition is exemplified in Table 5, where 
two disjoint subgraphs are created as a result of the 
missing “house-wall” and “wall-wal” relationships. 
Further discussion on this is found in Section 5.  

 
Source 
Pun 

What nuts can you use to build a house? 
Wal-nuts. (Binsted, 1996) 

Template  What <X1> can you use to <X6> a <X8>? 
<Y0>-<Y1>. 

Word Re-
lationships 

X8 CapableOfReceivingAction X6 
X1 SoundsLike Y1 
Y0 IsAWord Y1 
Y0:Y1 IsA X1 

Missing 
Relations 

Y0-0 PartOf X8 
Y0-0 SoundsLike Y0 

Table 5. Template with Missing Word Relationships 
where Y0-0 is the word “wall” 

4 Generating Puns from Templates 

The pun generation phase, having access to the 
library of learned templates and utilizing the same 
set of linguistic resources as the template learning 
algorithm, begins with a keyword input from the 
user. For each of the usable templates in the li-
brary, the keyword is tested on each variable with 
the same POS tag, except for SoundsLike and IsA-
Word relationships where tags are ignored. When a 
variable has a word, it is used to populate other 
variables with words that satisfy the word relation-
ships in the template. 
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T-PEG uses two approaches of populating the 
variables – forward recursion and backward recur-
sion. Forward recursion involves traversing the 
graph by moving from one node (variable in a 
template) to the next and following the edges of 
relationships. Consider the template in Table 6. 

 
Human 
Joke 

How is a window like a headache? 
They are both panes. (Binsted, 1996) 

Template  How is a <X3> like a <X6>?  
They are both <Y3>. 

Word Re-
lationships 

Y3-0 SoundsLike Y3 
X3 ConceptuallyRelatedTo Y3 
Y3 ConceptuallyRelatedTo X3 
Y3 PartOf X3 
X6 ConceptallyRelatedTo Y3-0 
X6 IsA Y3-0 
Y3-0 ConceptuallyRelatedTo X6 

Table 6. Sample Template for Pun Generation 
 
Given the keyword “garbage”, one possible se-

quence of activities to locate words and populate 
the variables in this template is as follows: 

a. “garbage” is tried on variable X6. 
b. X6 has three word relationships all of which 

are with Y3-0, so it is used to find possible 
words for Y3-0. ConceptNet returns an “IsA” 
relationship with the word “waste”. 

c. Y3-0 has only one word relationship and this 
is with Y3. Unisyn returns the phonetically 
similar word “waist”. 

d. Y3 has two possible relationships with X3, 
and ConceptNet satisfies the “PartOf” rela-
tionship with the word “trunk”. 

Since two variables may have more than one 
word relationships connecting them, relationship 
grouping is also performed. A word relationship 
group is said to be satisfied if at least one of the 
word relationships in the group is satisfied. Table 7 
shows the relationship grouping and the word rela-
tionship that was satisfied in each group for the 
template in Table 6. 
 

Word Relationship Filled Template 
X6 ConceptallyRelatedTo Y3-0 
X6 IsA Y3-0 
Y3-0 ConceptuallyRelatedTo X6 

 
garbage IsA waste 

Y3-0 SoundsLike Y3 waste SoundsLike 
waist 

X3 ConceptuallyRelatedTo Y3 
Y3 ConceptuallyRelatedTo X3 
Y3 PartOf X3  

 
 
waist PartOf trunk  

Table 7. Relationship Groups and Filled Template 

The filled template is passed to the surface real-
izer, LanguageTool (Naber, 2007), to fix gram-
matical errors, before displaying the resulting pun 
“How is a trunk like a garbage? They are both 
waists.” to the user. 

The forward recursion approach may lead to a 
situation in which a variable has been filled with 
two different sets of words. This usually occurs 
when the graph contains a cycle, as shown in Fig-
ure 2. 

 

 
Figure 2. Graph with Cycle 

 
Assume the process of populating the template 

begins at X0. The following edges and resulting set 
of possible words are retrieved in sequence: 

a. X0-X1 (Words retrieved for X1  A, B) 
b. X1-X2 (Words retrieved for X2  D, E, F) 
c. X2-X3 (Words retrieved for X3  G, H) 
d. X3-X1 (Words retrieved for X1  B, C) 
When the forward recursion algorithm reaches 

X3 in step (d), a second set of possible words for 
X1 is generated. Since the two sets of words for X1 
do not match, the algorithm gets the intersection of 
(A, B) and (B, C) and assigns this to X1 (in this 
case, the word “B” is assigned to X1). Backward 
recursion has to be performed starting from step 
(b) using the new set of words so that other vari-
ables with relationships to X1 will also be checked 
for possible changes in their values. 

5 Test Results 

Various tests were conducted to validate the com-
pleteness of the word relationships in the learned 
template, the correctness of the generation algo-
rithm, and the quality of the generated puns.  

5.1 Evaluating the Learned Templates 

The corpus used in training T-PEG contained 39 
punning riddles derived from JAPE (Binsted, 
1996) and The Crack-a-Joke Book (Webb, 1978). 
Since one template is learned from each source 
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pun, the size of the corpus is not a factor in deter-
mining the quality of the generated jokes. 

Of the 39 resulting templates, only 27 (69.2%) 
are usable. The unusable templates contain missing 
word relationships that are caused by two factors. 
Unisyn contains entries only for valid words and 
not for syllables. Thus, in (6), the relationship be-
tween “house” and “wall” is missing in the learned 
template shown in Table 5 because “wal” is not 
found in Unisyn to produce “wall”. In (7), Con-
ceptNet is unable to determine the relationship be-
tween “infantry” and “army”.  

(6)  What nuts can you use to build a house? 
Wal-nuts. (Binsted, 1996) 

(7)  What part of the army could a baby join? 
The infant-ry. (Webb, 1978) 

The generation algorithm relies heavily on the 
presence of correct word relationships. 10 of the 27 
usable templates were selected for manual evalua-
tion by a linguist to determine the completeness of 
the extracted word relationships. A template is said 
to be complete if it is able to capture the essential 
word relationships in a pun. The evaluation criteria 
are based on the number of incorrect relationships 
as identified by the linguist, and includes missing 
relationship, extra relationship, or incorrect word 
pairing. A scoring system from 1 to 5 is used, 
where 5 means there are no incorrect relationship, 
4 means there is one incorrect relationship, and so 
on. 

The learning algorithm received an average 
score of 4.0 out of 5, due to missing word relation-
ships in some of the templates. Again, these were 
caused by limitations of the resources. For exam-
ple, in (8), the linguist noted that no relationship 
between “heaviest” and “weight” (i.e., PropertyOf 
heavy weight) is included in the learned template 
presented in Table 2. 

(8)  What bird can lift the heaviest weights? 
The crane. (Webb, 1978) 

(9)  What kind of fruit fixes taps? 
The plum-ber. (Binsted, 1996) 

In (9), the linguist identified a missing relation-
ship between “tap” and “plumber”, which is not 
extracted by the template shown in Table 4. 

The linguist also noted that the constituents of a 
compound word do not always form valid words, 
such as “ber” in plum-ber of pun (9), and “wal” in 
wal-nuts of pun (6). This type of templates were 

considered to contain incorrect relationships, and 
they may cause problems during generation be-
cause similar sounding words could not be found 
for the constituent of the compound word that is 
not a valid word. 

5.2 Evaluating the Generation Algorithm 

The generation algorithm was evaluated on two 
aspects. In the first test, a keyword from each of 
the source puns was used as input to T-PEG to de-
termine if it can generate back the training corpus. 
From the 27 usable templates, 20 (74.07%) of the 
source puns were generated back. Regeneration 
failed in cases where a word in the source pun has 
multiple POS tags, as the case in (10), where “cut” 
is tagged as a noun during learning, but verb dur-
ing generation. In the learning phase, tagging is 
done at the sentence level, as opposed to a single-
word tagging in the generation phase. 

(10)  What do barbers study? Short-cuts. 
(Webb, 1978) 

Since a keyword is tried on each variable with 
the same POS tag in the template, the linguistic 
resources provided the generation algorithm with a 
large set of possible words. Consider again the pun 
in (10), using its template and given the keyword 
“farmer” as an example, the system generated 122 
possible puns, some of which are listed in Table 8. 
Notice that only a couple of these seemed plausible 
puns, i.e., #3 and #7. 

 
1. What do farmers study?  Egg - plant. 
2. What do farmers study?  Power - plant. 
3. What do farmers study?  Trans - plant. 
4. What do farmers study?  Battle - ground. 
5. What do farmers study?  Play - ground. 
6. What do farmers study?  Battle - field. 
7. What do farmers study?  Gar - field. 

Table 8. Excerpt of the Generated Puns Using 
“farmer” as Keyword 

 
In order to find out how this affects the overall 

performance of the system, the execution times in 
locating words for the different types of word rela-
tionships were measured for the set of 20 regener-
ated human puns. Table 9 shows the summary for 
the running time and the number of word relation-
ships extracted for each relationship type. 

Another test was also conducted to validate the 
previous finding. A threshold for the maximum 
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number of possible words to be generated was set 
to 50, resulting in a shorter running time as de-
picted in Table 10. A negative outcome of using a 
threshold value is that only 16 (instead of 20) hu-
man puns were regenerated. The other four cases 
failed because the threshold became restrictive and 
filtered out the words that should be generated. 

 
Relationship Type Running Time # Relationships 

Synonym 2 seconds 2 
IsAWord 875 seconds 5 
Semantic 1,699 seconds 82 

SoundsLike 979 seconds 8 
Table 9. Running Time of the Generation Algorithm 

 
Relationship Type Running Time # Relationships 

Synonym 2 seconds 2 
IsAWord 321 seconds 4 
Semantic 315 seconds 57 

SoundsLike 273 seconds 8 
Table 10. Running Time of the Generation Algorithm 

with Threshold = 50 Possible Words 

5.3 Evaluating the Generated Puns 

Common words, such as man, farmer, cow, gar-
bage, and computer, were fed to T-PEG so that the 
chances of these keywords being covered by the 
resources (specifically ConceptNet) are higher. An 
exception to this is the use of keywords with pos-
sible homonyms (i.e., whole and hole) to increase 
the possibility of generating puns with SoundsLike 
relationships. 

As previously stated, the linguistic resources 
provided the generation algorithm with various 
words that generated a large set of puns. The pro-
ponents manually went through this set, identifying 
which of the output seemed humorous, resulting in 
the subjective selection of eight puns that were 
then forwarded for user feedback. 

User feedback was gathered from 40 people to 
compare if the puns of T-PEG are as funny as their 
source human puns. 15 puns (7 pairs of human-T-
PEG puns, with the last pair containing 1 human 
and 2 T-PEG puns) were rated from a scale of 0 to 
5, with 5 being the funniest. This rating system 
was based on the joke judging process used in 
(Binsted, 1996), where 0 means it is not a joke, 1 is 
a pathetic joke, 2 is a “not-so-bad” joke, 3 means 
average, 4 is quite funny, and 5 is really funny. 

T-PEG puns received an average score of 2.13 
while the corresponding source puns received an 

average score of 2.70. Table 11 shows the scores 
of four pairs of punning riddles that were evalu-
ated, with the input keyword used in generating the 
T-PEG puns enclosed in parentheses. Pun evalua-
tion is very subjective and depends on the prior 
knowledge of the reader. Most of the users in-
volved in the survey, for example, did not under-
stand the relationship between elephant and 
memory1, accounting for its low feedback score. 

 
Training Pun T-Peg Generated Pun 

What keys are furry? 
Mon-keys.  
(Webb, 1978) 
(2.93) 

What verses are endless? 
Uni-verses. 
(Keyword: verses) 
(2.73) 

What part of a fish weighs 
the most? The scales. 
(Webb, 1978) 
(3.00) 

What part of a man 
lengthens the most? The 
shadow. 
(Keyword: man) 
(2.43) 

What do you call a lizard 
on the wall? A rep-tile. 
(Binsted, 1996) 
(2.33) 

What do you call a fire on 
the floor? A fire-wood. 
(Keyword: fire) 
(1.90) 

How is a car like an ele-
phant? They both have 
trunks. 
(Binsted, 1996) 
(2.50) 

How is a person like an 
elephant? They both have 
memory. 
(Keyword: elephant) 
(1.50) 

Table 11. Sample Puns and User Feedback Scores 
 

Although the generated puns of T-PEG did not 
receive scores that are as high as the puns in the 
training corpus, with an average difference rating 
of 0.57, this work is able to show that the available 
linguistic resources can be used to train computers 
to extract word relationships in human puns and to 
use these learned templates to automatically gener-
ate their own puns. 

6 Conclusions 

Puns have syntactic structures and semantic pat-
terns that can be analyzed and represented in com-
putational models. T-PEG has shown that these 
computational models or templates can be auto-
matically extracted from training examples of hu-
man puns with the use of available linguistic 
resources. The word relationships extracted are 

                                                             
1 Elephant characters in children’s stories are usually por-
trayed to have good memories, with the common phrase “An 
elephant never forgets.” 
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synonyms, is-a-word, sounds-like, and semantic 
relationships. User feedback further showed that 
the resulting puns are of a standard comparable to 
their source puns. 

A template is learned for each new joke fed to 
the T-PEG system. However, the quantity of the 
learned templates does not necessarily improve the 
quality of the generated puns. Future work for T-
PEG involves exploring template refinement or 
merging, where a newly learned template may up-
date previously learned templates to improve their 
quality.  

T-PEG is also heavily reliant on the presence of 
word relationships from linguistic resources. This 
limitation can be addressed by adding some form 
of manual intervention to address the missing word 
relationships caused by limitations of the external 
resources, thereby increasing the number of usable 
templates. A different tagger that returns multiple 
tags may also be explored to consider all possible 
tags in both the learning and the generation phases. 

The manual process employed by the propo-
nents in identifying which of the generated puns 
are indeed humorous is very time-consuming and 
subjective. Automatic humor recognition, similar 
to the works of Mihalcea and Pulman (2007), may 
be considered for future work. 

The template-learning algorithm of T-PEG can 
be applied in other NLP systems where the extrac-
tion of word relationships can be explored further 
as a means of teaching vocabulary and related con-
cepts to young readers. 
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Abstract

creativeness / a pleasing field / of bloom

Word associations are an important element
of linguistic creativity. Traditional lexical
knowledge bases such as WordNet formalize
a limited set of systematic relations among
words, such as synonymy, polysemy and hy-
pernymy. Such relations maintain their sys-
tematicity when composed into lexical chains.
We claim that such relations cannot explain
the type of lexical associations common in
poetic text. We explore in this paper the
usage of Word Association Norms (WANs)
as an alternative lexical knowledge source
to analyze linguistic computational creativity.
We specifically investigate the Haiku poetic
genre, which is characterized by heavy re-
liance on lexical associations. We first com-
pare the density of WAN-based word asso-
ciations in a corpus of English Haiku po-
ems to that of WordNet-based associations as
well as in other non-poetic genres. These
experiments confirm our hypothesis that the
non-systematic lexical associations captured
in WANs play an important role in poetic text.
We then present Gaiku, a system to automat-
ically generate Haikus from a seed word and
using WAN-associations. Human evaluation
indicate that generated Haikus are of lesser
quality than human Haikus, but a high propor-
tion of generated Haikus can confuse human
readers, and a few of them trigger intriguing
reactions.

∗ Supported by Deutsche Telekom Laboratories at Ben-
Gurion University of the Negev.

† Supported by the Lynn and William Frankel Center for
Computer Sciences.

1 Introduction

Traditional lexical knowledge bases such as Word-
Net formalize a limited set of systematic relations
that exist between words, such as synonymy, pol-
ysemy, hypernymy. When such relations are com-
posed, they maintain their systematicity, and do not
create surprising, unexpected word associations.

The human mind is not limited to such system-
atic relations, and people tend to associate words to
each other with a rich set of relations, such as non
systematic paradigmatic (doctor-nurse) and syntag-
matic relations (mash-potato) as identified by Saus-
sure (1949). Such associations rely on cultural
(mash-television), emotional (math - yuck) and per-
sonal experience (autumn - Canada).

In linguistic creativity, such as prose or poetry
writing, word associations play an important role
and the ability to connect words into new, unex-
pected relations is one of the key mechanisms that
triggers the reader involvement.

We explore in this paper the usage of Word As-
sociation Norms (WANs) as an alternative lexical
knowledge source to analyze linguistic computa-
tional creativity. WANs have been developed in psy-
chological research in the past 40 years. They record
typical word associations evoked by people when
they are submitted a trigger word. Such associations
(e.g., tableto chair or cloth) are non-systematic, yet
highly stable across people, time (over a period of 30
years) and languages. WANs have been compiled in
various languages, and provide an interesting source
to analyze word associations in creative writing.

We specifically investigate the Haiku poetic
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genre, which is characterized by heavy reliance on
lexical associations. The hypothesis we investigate
is that WANs play a role in computational creativ-
ity, and better explain the type of word associations
observed in creative writing than the systematic re-
lations found in thesauri such as WordNet.

In the rest of the paper, we refine our hypothe-
sis and present observations on a dataset of English
Haikus we collected. We find that the density of
WAN-based word associations in Haikus is much
higher than in other genres, and also much higher
than the density of WordNet-based associations. We
then present Gaiku, a system we developed to auto-
matically generate Haikus from a seed word using
word association norms. Evaluation we performed
with a group of 60 human readers indicates that the
generated Haikus exhibit interesting creative charac-
teristics and sometimes receive intriguing acclaim.

2 Background and Previous Work

2.1 Computational Creativity

Computational creativity in general and linguistic in
particular, is a fascinating task. On the one hand, lin-
guistic creativity goes beyond the general NLP tasks
and requires understanding and modelling knowl-
edge which, almost by definition, cannot be formal-
ized (i.e., terms likebeautiful, touching, funnyor in-
triguing). On the other hand, this vagueness itself
may enable a less restrictive formalization and allow
a variety of quality judgments. Such vague formal-
izations are naturally more useful when a computa-
tional creativity system does not attempt to model
the creativity process itself, but instead focuses on
’creative products’ such as poetry (see Section 2.3),
prose and narrative (Montfort, 2006), cryptic cross-
word clues (Hardcastle, 2007) and many others.
Some research focus on the creative process itself
(see (Ritchie, 2006) for a comprehensive review of
the field). We discuss in this paper what Boden
(1998) callsP-Creativity(Psychological Creativity)
which is defined relative to the initial state of knowl-
edge, and H-Creativity (Historical Creativity) which
is relative to a specific reference culture. Boden
claims that, while hard to reproduce,exploratory
creativity is most successful in computer models of
creativity. This is because the other kinds of creativ-
ity areeven more elusivedue tothe difficulty of ap-

proaching the richness of human associative mem-
ory, and the difficulty of identifying our values and
of expressing them in computational form.

We investigate in our work one way of addressing
this difficulty: we propose to use associative data as
a knowledge source as a first approximation of hu-
man associative capabilities. While we do not ex-
plain such associations, we attempt to use them in
a constructive manner as part of a simple combina-
tional model of creativity in poetry.

2.2 Word Associations and Creativity

Associations and creativity are long known to be
strongly connected. Mendick (Mendick, 1969) de-
fines creative thinking as “the forming of associative
elements into new combinations which either meet
specified requirements or are in some way useful.”
Theusefulnesscriterion distinguishesoriginal think-
ing from creative thinking. A creative solution is
reached through three main paths:serendipity(ran-
dom stimuli evoke associative elements),similar-
ity (stimuli and solution are found similar through
an association) andmediation(both “problem” and
“solution” can be associated to similar elements).
In our work, we hypothesize that interesting Haiku
poems exhibit creative word associations. We rely
on this hypothesis to first generate candidate word
associations starting from a seed word and follow-
ing random walks through WANs, but also to rank
candidate Haiku poems by measuring the density of
WAN-based associations they exhibit.

2.3 Poetry Generation

Although several automatic and semi-automatic po-
etry generation systems were developed over the
years, most of them did not rise above the level of
”party tricks” (Manurung et al., 2000). In his the-
sis, (Manurung, 2003), defined a poem to be a text
that meets three properties: meaningfulness, gram-
maticality and poeticness. Two of the few systems
that attempt to explicitly represent all three prop-
erties are reported in (Gervas, 2001) and (Dı́az-
Agudo et al., 2002). Both systems take as input a
prose message provided by the user, and translate it
into formal Spanish poetry. The system proposed
in (Manurung et al., 2000) is similar in that it fo-
cuses on the syntactic and phonetic patterns of the
poem, putting less stress on the semantics. The sys-
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tem starts with a simple seed and gradually devel-
ops a poem, by making small syntactic and semantic
changes at every step.

Specifically in the subfield of Haiku generation,
the Haiku generator presented in (Wong and Chun,
2008) produces candidate poems by combining lines
taken from blogs. The system then ranks the can-
didates according to semantic similarity, which is
computed using the results returned by a search en-
gine when querying for words in each line. Hitch-
Haiku (Tosa et al., 2008), another Haiku generation
system, starts from two seed words given by the user.
It retrieves two phrases containing these words from
a corpus, and then adds a third phrase that connects
both input words, using lexical resources.

In our work, we induce a statistical language
model of the structure of Haikus from an analysis
of a corpus of English Haikus, and explore ways to
combine chains of lexical associations into the ex-
pected Haiku syntactic structure. The key issues we
investigate are the importance of WAN-based asso-
ciations in the Haiku generation process, and how a
chain of words, linked through WAN-based associa-
tions, can be composed into a Haiku-like structure.

2.4 Haiku

Haiku is a form of poetry originated in Japan in
the sixteenth century. The genre was adopted in
Western languages in the 20th Century. The origi-
nal form of a poem is of three lines of five, seven
and five syllables (although this constraint is loos-
ened in non-Japanese versions of Haiku (Gilbert and
Yoneoka, 2000)). Haiku, by its nature, aims to re-
flect or evoke emotion using an extremely economi-
cal linguistic form; most Haiku use present tense and
use no judgmental words; in addition, functional or
syntactic words may be dropped. Traditional Haiku
involve reference to nature and seasons, but modern
and western Haiku are not restricted to this theme1.

We adopt the less “constraining” definition of the
author Jack Kerouac (2004) for a Haiku “I propose
that the ”Western Haiku” simply say a lot in three
short lines in any Western language. Above all, a
Haiku must be very simple and free of all poetic

1Senryupoetry, similar in form to Haiku, is the Japanese
genre of poems that relate to human and relationships, and may
be humorous. Hereafter, we use Haiku for both the original
definition and the Senryu as well.

trickery and make a little picture and yet be as airy
and graceful as a Vivaldi Pastorella.” (pp.x-xi). In
addition, we are guided by the saying“ The best
haiku should leave the reader wondering ”(Quoted
in (Blasko and Merski, 1998))

2.5 Word Association Norms

The interest in word associations is common to
many fields. Idiosyncrasy of associations was used
as a diagnostic tool at the beginning of the 20th cen-
tury, but nowadays the majority of approaches deal
less with particular associations and more with gen-
eral patterns in order to study the structure of the
mental lexicon and of semantic memory (Rubinsten
et al., 2005).

Word Association Norms (WAN) are a collection
of cue words and the set of free associations that
were given as responses to the cue, accompanied
with quantitative and statistical measures. Subjects
are given a word and asked to respond immediately
with the first word that comes to their mind. The
largest WAN we know for English is the University
of South Florida Free Association Norms (Nelson et
al., 1998).

Word Association Norms and Thesauri in NLP
Sinopalnikova and Smrz (2004) have shown that
when building and extending semantic networks,
WANs have advantages over corpus-based meth-
ods. They found that WANs cover semantic rela-
tions that are difficult to acquire from a corpus: 42%
of the non-idiosyncratic cue-target pairs in an En-
glish WAN never co-appeared in a 10 words win-
dow in a large balanced text corpus. From the point
of view of computational creativity, this is encourag-
ing, since it suggests that association-based content
generation can lead to texts that are both sensible
and novel. (Duch and Pilichowski, 2007)’s work,
from a neuro-cognitive perspective, generates neol-
ogisms based, among other data, on word associa-
tion. (Duch and Pilichowski, 2007) sums “creativity
requires prior knowledge, imagination and filtering
of the results.”

3 WordNet vs. Associations
Word association norms add an insight on language
that is not found in WordNet or are hard to acquire
from corpora, and therefore can be used as an ad-
ditional tool in NLP applications and computational
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creativity.
We choose the Haiku generation task using word

associations, since this genre of poetry encapsulates
meaning in a special way. Haiku tend to use words
which are connected through associative or phono-
logical connections (very often ambiguous).

We hypothesize that word-associations are good
catalyzers for creativity, and use them as a building
block in the creative process of Haiku generation.
We first test this hypothesis by analyzing a corpus of
existing Haiku poems.

3.1 Analyzing existing text

Can the creativity of text as reflected in word as-
sociations be quantified? Are Haiku poems indeed
more associative than newswire text or prose? If
this is the case, we expect Haiku to have more asso-
ciative relations, which cannot be easily recovered
by WordNet than other type of text. We view the
WAN as an undirected graph in which the nodes
are stemmed words, and two nodes are connected
iff one of them is a cue for the other. We take the
associative distancebetween two words to be the
number of edges in the shortest path between the
words in the associations-graph. Interestingly, al-
most any word pair in the association graph is con-
nected with a path of at most 3 edges. Thus, we
take two words to be associatively related if their
associative distance is 1 or 2. Similarly, we define
the WordNet distancebetween two stemmed words
to be the number of edges in the shortest path be-
tween any synset of one word to any synset of the
other word2. Two words are WordNet-related if their
WordNet distance is less than 4 (this is consistent
with works on lexical-cohesion, (Morris and Hirst,
1991)).

We take theassociativityof a piece of text to be
the number of associated word pairs in the text, nor-
malized by the number of word pairs in the text of
which both words are in the WAN.3 We take the
WordNet-relations levelof a piece of text to be the
number of WordNet-related word pairs in the text.

2This is the inverse of the path-similarity measure of (Ped-
ersen et al., 2004).

3This normalization is performed to account for the limited
lexical coverage of the WAN. We don’t want words that appear
in a text, but are not covered by the WAN, to affect the associa-
tivity level of the text.

SOURCE
AVG. ASSOC AVG. WORDNET

RELATIONS (<3) RELATIONS (<4)
News 0.26 2.02
Prose 0.22 1.4
Haiku 0.32 1.38

Table 1: Associative and WordNet relations in various
text genres

We measure the average associativity and Word-
Net levels of 200 of the Haiku in our Haiku Cor-
pus (Section 4.1), as well as of random 12-word
sequences from Project Gutenberg and from the
NANC newswire corpus.

The results are presented in Table 1.
Perhaps surprisingly, the numbers for the Guten-

berg texts are lower on all measures. This is at-
tributed to the fact that Gutenberg texts have many
more pronouns and non-content words than the
Haiku and newswire text. Haiku text appears to
be more associative than newswire text. Moreover,
newswire documents have many more WordNet-
relations than the Haiku poems – whenever words
are related in Haiku, this relatedness tends to be cap-
tured via the association network rather than via the
WordNet relations. The same trend is apparent also
when considering the Gutenberg numbers: they have
about 15% less associations than newswire text, but
about 30% less WordNet-relations. This supports
the claim that associative information which is not
readily available in WordNet is a good indicator of
creative content.

3.2 Generating creative content

We now investigate how word-associations can help
in the process of generating Haikus. We define
a 5 stage generative process:theme selectionin
which the general theme of the Haiku is decided,
syntactic planning, which sets the Haiku form and
syntactic constraints,content selection / semantic
planning which combines syntactic and aesthetic
constraints with the theme selected in the previous
stages to form good building blocks,filtered over-
generation of many Haiku based on these selected
building blocks, and finallyre-ranking of the gen-
erated Haiku based on external criteria.

The details of the generation algorithm are pre-
sented in Section 4.2. Here we focus on the creative
aspect of this process – theme selection. Our main
claim is that WANs are a good source for interest-
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ing themes. Specifically, interesting themes can be
obtained by performing a shortrandom walkon the
association graph induced by the WAN network.

Table 2 presents the results of several random
walks of 3 steps starting from the seed words “Dog”,
“Winter”, “Nature” and “Obsession”. For compar-
ison, we also present the results of random walks
over WordNet glosses for the same seeds.

We observe that the association network is bet-
ter for our needs than WordNet. Random walks in
WordNet are more likely to stay too close to the seed
word, limiting the poetic options, or to get too far
and produce almost random connections.

4 Algorithm for generating Haiku

4.1 Dataset

We used the Word Association Norms (WAN) of the
University of South Florida4 (Nelson et al., 1998)
for discovering associations of words. The dataset
(Appendix A, there) includes 5,019 cue words and
10,469 additional target that were collected with
more than 6,000 participants since 1973.

We have compiled a Haiku Corpus, which in-
cludes approximately 3,577 Haiku in English of var-
ious sources (amateurish sites, children’s writings,
translations of classic Japanese Haiku of Bashu and
others, and ’official’ sites of Haiku Associations
(e.g., Haiku Path - Haiku Society of America).

For the content selection part of the algorithms,
we experimented with two data sources: a corpus of
1TB web-based N-grams supplied by Google, and
the complete text of Project Gutenberg. The Guten-
berg data has the advantage of being easier to POS-
tag and contains less restricted-content, while the
Google Web data is somewhat more diverse.

4.2 Algorithm Details

Our Haiku generation algorithm includes 5 stages:
theme selection, syntactic planning, content selec-
tion, filtered over generation, and ranking.

TheTheme Selectionstage is in charge of dictat-
ing the overall theme of our Haiku. We start with
a user-supplied seed word (e.g. WINTER). We then
consult the Association database in order to enrich
the seed word with various associations. Ideally, we
would like these associations to be close enough to

4http://w3.usf.edu/FreeAssociation/

the seed word to be understandable, yet far enough
away from it as to be interesting. After some ex-
perimenting, we came up with the following heuris-
tic, which we found to provide adequate results. We
start with the seed word, and conduct a short random
walk on the associations graph. Each random step
is comprised of choosing a random direction (either
“Cue” or “Target”) using a uniform distribution, and
then a random neighbor according to its relative fre-
quency. We conduct several (8) such walks, each
with 3 steps, and keep all the resulting words. This
gives us mostly close, probable associations, as well
as some less probable, further away from the seed.

The syntactic planning stage determines the
form of the generated Haiku, setting syntactic and
aesthetic constraints for the generative process. This
is done in a data-driven way by considering common
line patterns from our Haiku corpus. In a training
stage, we POS-tagged each of the Haiku, and then
extracted a pattern from each of the Haiku lines. A
line-pattern is a sequence of POS-tags, in which the
most common words are lexicalized to include the
word-form in addition to the POS-tag. An example
for such a line pattern might beDT the JJ NN.
We kept the top-40 frequent patterns for each of the
Haiku lines, overall 120 patterns. When generating a
new Haiku, we choose a random pattern for the first
line, then choose the second line pattern conditioned
on the first, and the third line pattern conditioned
on the second. The line patterns are chosen with a
probability proportional to their relative frequencies
in the training corpus. For the second and third lines
we use the conditional probabilities of a pattern ap-
pearing after the previous line pattern. The result
of this stage is a 3-line Haiku skeleton, dictating the
number of words on each line, their POS-tags, and
the placement of specific function words.

In theContent Selectionstage, we look for pos-
sible Haiku lines, based on our selected theme and
syntactic structure. We go over our candidate lines5,
and extract lines which match the syntactic patterns
and contain a stemmed appearance of one of the
stemmed theme words. In our current implemen-
tation, we require the first line to contain the seed
word, and the second and third line to contain any of

5These are POS-tagged n-grams extracted from a large text
corpora: the Google T1 dataset or Project Gutenberg
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SEED WAN WORDNET

Dog puppy adorable cute heel villain villainess
Dog cat curious george hound scoundrel villainess

Winter summer heat microwave wintertime solstice equinox
Winter chill cold alergy midwinter wintertime season
Nature animals instinct animals world body crotch
Nature natural environment surrounding complexion archaism octoroon

Obsession cologne perfume smell fixation preoccupation thought
Obsession compulsion feeling symptom compulsion onomatomania compulsion

Table 2: Some random walks on the WordNet and WAN induced graphs

the theme words. Other variations, such as choos-
ing a different word set for each line, are of course
possible.

The over generation stage involves creating
many possible Haiku candidates by randomly
matching lines collected in the content selection
stage. We filter away Haiku candidates which have
an undesired properties, such as repeating the same
content-word in two different lines.

All of the generated Haiku obey the syntactic and
semantic constraints, but not all of them are interest-
ing. Thus, werank the Haiku in order to weed out
the better ones. The top-ranking Haiku is the output
of our system. Our current heuristic prefers highly
associative Haikus. This is done by counting the
number of 1st and 2nd degree associations in each
Haiku, while giving more weight to 2nd degree as-
sociations in order to encourage “surprises”. While
all the candidate Haiku were generated based on a
common theme ofintendedassociative connections,
the content selection and adherence to syntactic con-
straints introduce additional content words and with
them some new,unintendedassociative connections.
Our re-ranking approach tries to maximize the num-
ber of such connections.6

5 Evaluation
The ultimate goal of a poetry generation system is to
produce poems that will be considered good if writ-
ten by a human poet. It is difficult to evaluate to what
extent a poetry generation system can meet this goal
(Ritchie, 2001; Manurung et al., 2000). Difficulties
arise from two major sources: first, since a creative

6While this heuristic works well, it leaves a lot to be desired.
It considers only the quantity of the associations, and not their
quality. Indeed, when looking at the Haiku candidates produced
in the generation stage, one can find many interesting pieces,
where some of the lower ranking ones are far better than the top
ranking.

work should be novel, it cannot be directly evaluated
by comparison to some gold standard. Second, it is
hard for people to objectively evaluate the quality of
poetry. Even determining whether a text is a poem
or not is not an easy task, as readers expect poetry
to require creative reading, and tolerate, to some ex-
tent, ungrammatical structures or cryptic meaning.

5.1 “Turing Test” Experiment

To evaluate the quality of Gaiku, we asked a group
of volunteers to read a set of Haiku, indicate how
much they liked each one (on a scale of 1-5), and
classify each Haiku as written by a human or by a
computer.

We compiled two sets of Haiku. The first set
(AUTO) contained 25 Haiku. 10 Haiku chosen at
random from our Haiku corpus, and 15 computer
generated ones. The computer generated Haiku
were created by identifying the main word in the first
line of each human-written Haiku, and passing it as
a seed word to the Haiku generation algorithm (in
case a first line in human-written Haiku contained
two main words, two Haiku were generated). We in-
cluded the top-ranking Haiku returning from a single
run of the system for each seed word. The only hu-
man judgement in compiling this set was in the iden-
tification of the main words of the human Haiku.

The second set (SEL) was compiled of 9 haiku po-
ems that won awards7, and 17 computer Haiku that
were selected by us, after several runs of the auto-
matic process. (Again, each poem in the automatic
poems set shared at least one word with some poem
in the human Haiku set).

The subjects were not given any information
about the number of computer-generated poems in
the sets.

7Gerald Brady Memorial Award Collection http://www.hsa-
haiku.org/bradyawards/brady.htm 2006-2007

37



The AUTO questionnaire was answered by 40
subjects and the SEL one by 22. (Altogether, 52 dif-
ferent people took part in the experiment, as some
subjects answered both versions). The subjects were
all adults (age 18 to 74), some were native English
speakers and others were fully fluent in English. Ex-
cept a few, they did not have academic background
in literature.

5.2 Results and Discussion

Results are presented in Table 3 and Figure 1.
Overall, subjects were correct in 66.7% of their

judgements in AUTO and 61.4% in SEL. The aver-
age grade that a poem - human or machine-made -
received correlates with the percentage of subjects
who classified it as human. The average grade and
rate of acceptance as written by human were signifi-
cantly higher for the Haiku written by people. How-
ever, some computer Haiku rivaled the average hu-
man poem in both measures. This is true even for
AUTO, in which both the generation and the selec-
tion processes were completely automatic. The best
computer Haiku of SEL scored better than most hu-
man Haiku in both measures.

The best computer poem in SEL was:

early dew / the water contains / teaspoons of honey

which got an average grade of 3.09 and was classi-
fied as human by 77.2% of the subjects.

At the other extreme, the computer poem (SEL):

space journey / musical instruments mythology /
of similar drugs

was classified as human by only 9% of the subjects,
and got an average grade of 2.04.

The best Haiku in the AUTO set was:

cherry tree / poisonous flowers lie / blooming

which was classified as human by 72.2% of the sub-
jects and got an average grade of 2.75.

The second human-like computer generated
Haiku in each set were:

spring bloom / showing / the sun’s pyre

(AUTO, 63.8% human) and:

blind snakes / on the wet grass / tombstoned terror

(SEL, 77.2% human).

There were, expectedly, lots of disagreements.
Poetry reading and evaluation is subjective and by

Human Poems Gaiku

AUTO
avg. % classified as Human 72.5% 37.2%
avg. grade 2.86 2.11

SEL
avg. % classified as Human 71.7% 44.1%
avg. grade 2.84 2.32

Table 3: Turing-test experiment results

itself (in particular for Haiku) a creative task. In ad-
dition, people have very different ideas in mind as to
a computer’s ability to do things. (One subject said,
for example, that the computer generated

holy cow / a carton of milk / seeking a church

is too stupid to be written by a computer; how-
ever, content is very strongly connected and does
not seem random). On the other end, subjects often
remarked that some of the human-authored Haiku
contained metaphors which weretoo obviousto be
written by a human.

Every subject was wrong at least 3 times (at least
once in every direction); every poem was wrongly-
classified at least once. Some really bad auto-poems
got a good grade here and there, while even the most
popular human poems got a low grade sometimes.

6 Discussion and Future Work

Word association norms were shown to be a useful
tool for a computational creativity task, aiding in the
creation of an automatic Haiku-generation software,
which is able to produce “human-like” Haiku. How-
ever, associations can be used for many other tasks.

In the last decade,lexical chainsare often used in
various NLP tasks such as text summarization or text
categorization; WordNet is the main resource for
detecting the cohesive relationships between words
and their relevance to a given chain (Morris and
Hirst, 1991). We believe that using word association
norms can enrich the information found in WordNet
and enable the detection of more relevant words.

Another possible application is for assisting
word-finding problem of children with specific lan-
guage impairments (SLI). A useful tactic practiced
as an assistance to retrieve a forgotten word is by
saying all words that come to mind. The NLP task,
therefore, is for a set of a given associations, recon-
struct the targeted word.
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Figure 1: Average grades and percentages of subjects who classified poems as written by humans, for AUTO (left)
and SEL. Circles represent Haiku written by people, and stars represent machine-made Haiku
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Abstract

This  paper  presents  our  on­going  work   to 
automatically   generate   lyrics   for   a   given 
melody,   for   phonetic   languages   such   as 
Tamil. We approach the task of identifying 
the required syllable pattern for the lyric as 
a sequence labeling problem and hence use 
the popular CRF++ toolkit   for  learning.  A 
corpus comprising of 10 melodies was used 
to train the system to understand the syllable 
patterns. The trained model is then used to 
guess the syllabic pattern for a new melody 
to produce an optimal sequence of syllables. 
This sequence is presented to the Sentence 
Generation module which uses the Dijkstra's 
shortest  path algorithm to come up with a 
meaningful   phrase   matching   the   syllabic 
pattern.

1 Introduction

In an attempt to define poetry (Manurung, 2004), 
provides three properties for a natural language arti­
fact to be considered a poetic work, viz., Meaning­
fulness (M), Grammaticality (G) and Poeticness (P). 
A complete poetry generation system must generate 
texts that adhere to all the three properties. In this 
work, our attempt would be to generate meaningful 
lyrics that match the melody and the poetic aspects 
of the lyric will be tackled in future works. 

According to on­line resources such as  How to 
write   lyrics  (Demeter,   2001),   the   generated   lyric 
must have Rhythm, Rhyme and Repetition. 

One of the recent attempts for automatically gen­
erating   lyrics   for   a   given   melody   is   the   Tra­la­
Lyrics system (Oliveira et al., 2007). This system 
uses the  ABC  notation (Gonzato, 2003) for repre­
senting melody and the corresponding suite of tools 
for analyzing the melodies. The key aspect of the 
system   is   its   attempt   to   detect   the   strong   beats 
present in the given melody and associating words 
with stressed syllables  in  the corresponding posi­
tions. It also evaluates three lyric generation strate­
gies   (Oliveira   et   al.,   2007)   –   random 
words+rhymes,   sentence   templates+rhymes   and 
grammar+rhymes.  Of these strategies, the sentence 
templates+rhymes approach attempts for syntactical 
coherence and the grammar+rhymes approach uses 
a grammar to derive Portuguese sentence templates. 
From the demo runs presented, we see that the sys­
tem can generate grammatical sentences (when us­
ing an appropriate strategy). However, there is no 
attempt to bring Meaningfulness in the lyrics.

2 Lyric Generation for Tamil

Tamil, our target language for generating lyrics, is a 
phonetic  language.  There  is   a  one­to­one  relation 
between the grapheme and phoneme. We make use 
of this property in coming up with a generic repre­
sentation for all words in the language. This repre­
sentation, based on the phonemic syllables, consists 
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of  the  following  three  labels:  Kuril  (short  vowel, 
represented by K),  Nedil  (long vowel, represented 
by N) and Mei (consonants, represented by M).  For 
example, the word thA­ma­rai (lotus) will be repre­
sented   as   N­K­N  (long   vowel   followed  by   short 
vowel followed by another long vowel). This repre­
sentation scheme, herein after referred as KNM rep­
resentation, is used throughout our system ­ train­
ing, melody analysis and as input to the sentence 
generation module.

3 Approach

Our   approach   to   generating   lyrics   for   the   given 
melody is a two­step process (Figure 1). The first 
step is to analyze the input melody and output a se­
ries   of   syllable   patterns   in  KNM  representation 
scheme   along   with   tentative   word   and   sentence 
boundary. The subsequent step involves filling the 
syllable  pattern  with  words   from  the   corpus   that 
match the given syllable pattern and any rhyme re­
quirements. We approach the first aspect as a Se­
quence   Labeling   problem   and   use   the   popular 
CRF++   toolkit   (Kudo,   2005)   to   label   the   input 
melody in  ABC  notation  (Gonzato, 2003)  with ap­
propriate syllable categories (Kuril, Nedil and Mei). 
This system is trained with sample film songs and 
their corresponding lyrics (in  KNM  scheme) as in­
put. The trained model is then used to label the giv­
en input melody. The syllable pattern, thus generat­
ed for the input melody, is provided to a Sentence 
Generation Module that finds suitable lyrics satisfy­
ing   the   following   constraints:   a.)   Words   should 
match the syllable pattern b.)The sequence of words 
should have a meaning. We achieve this by using 
the popular Dijkstra's Shortest Path Algorithm (Cor­
men et al., 1990) against a pre­built corpus of Uni­
gram and Bigram of Words.

4 Melody Analysis

The goal of the Melody Analysis is to analyze the 
input melody and suggest a possible KNM represen­

tation scheme that will match the melody. Since our 
representation of melody is based on the ABC Nota­
tion (Gonzato, 2003), which is textual, we approach 
this problem as labeling the ABC notation using the 
KNM representation scheme.

Figure 1. System Approach

4.1 Characteristics of Melody

Every melody follows a Meter, which provides the 
basic design principles in music. Some of the most 
frequently used meters we encountered in the film 
songs that we used are 2/4, 3/4, 4/4, 6/8, 9/8 and 
12/8 – that indicate the number of Notes played in 
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the given interval. Each Note is represented by the 
character set A, B, C, D, E, F and G – which are 
called as main notes and A#, C#, D#, F# and G# ­ 
which are called Sharp Notes. Thus, for any given 
Meter in the melody, we can find the sequence of 
Notes with the corresponding duration for which the 
Note is played in that meter.

For the purpose of generating lyrics, we need to 
fit one syllable for each of the notes in the melody.

4.2 Conditional Random Fields

Conditional  Random Fields(CRF)   (Lafferty et  al., 
2001) is a Machine Learning technique that has per­
formed well for sequence labeling problems such as 
POS tagging, Chunking and Named Entity Recogni­
tion.   It   overcomes   the   difficulties   faced   in   other 
techniques like Hidden Markov Models(HMM) and 
Maximum Entropy Markov Model(MEMM).

(Lafferty  et   al.,  2001)  define Conditional  Ran­
dom Fields as follows: “Let G = (V, E) be a graph 
such that Y = (Yv) v ∈ V, so that Y is indexed by the 
vertices of  G. Then (X,Y) is a conditional random 
field in case, when conditioned on  X,  the random 
variables Yv obey the Markov property with respect 
to   the   graph:   p(Yv|X,Yw,w≠v)   =  p(Yv|X,Yw,w~v), 
where w~v means that w and v are neighbors in G”.
Here X denotes a sentence and Y denotes the label se­
quence. The label sequence y which maximizes the like­
lihood probability pӨ(y|x) will be considered as the cor­
rect   sequence,  while   testing   for  new sentence  x  with 
CRF model Ө. The likelihood probability pӨ(y|x) is ex­
pressed as follows.

where λk and μk are parameters from CRF model θ 
and fk and gk are the binary feature functions that we 
need to give for  training  the  CRF  model. This  is 

where we integrate the specific features of the prob­
lem into the machine learning models like CRF. 

4.3 Feature Templates

There are three models that need to be learnt, viz, 
labeling notes with KNM scheme, identifying word 
boundaries   and   identifying   line   boundaries.   We 
present below the features used to learn each of the 
above.

4.3.1 Learning KNM labels

In addition to the labels K, N and M, there are also 
other non­syllable features that need to be identified 
in the melody. Thus, the complete list of labels in­
clude, K, N, KM, NM, TIE, OPEN, CLOSE, PRE 
and BAR. 
K – short vowel
N – long vowel
KM – short vowel followed by consonant
NM – long vowel followed by consonants
TIE – presence of a Tie in the meter
OPEN – opening of a tie
CLOSE – closing of a tie
PRE – Note that follows a tie
BAR – End of meter.
The following are the list of features considered:

• Current Note
• Previous Note + Current Note + Next Note
• Previous­to­previous Note + Previous Note 

+ Current Note + Next Note + Next­to­next 
Note

• Current Note/Duration
• Previous   Note/Duration   +   Current 

Note/Duration + Next Note/Duration
• Previous­to­previous Note/Duration + Pre­

vious Note/Duration + Current Note/Dura­
tion + Next Note/Duration + Next­to­next 
Note/Duration.
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4.3.2 Word Boundary

Another important aspect in analyzing the melody is 
to spot potential word boundaries. While in many 
cases, the presence of bars could indicate potential 
word boundaries, there are also cases where a given 
word can span a bar (especially due to the presence 
of Ties).  Hence, we need to explicitly train our sys­
tem to identify potential word boundaries. The fea­
tures used to identify the boundaries of words are 
mostly the same as for learning the KNM labels, but 
with the addition of considering two more previous 
notes along with their durations. 

4.3.3 Sentence Boundary

As with Word Boundary  ,we cannot assume sen­
tence boundaries based on the musical notation and 
hence we also train our system to identify potential 
sentence boundaries. Sentence boundary identifica­
tion happens after the word boundaries are identi­
fied and hence this additional feature is used along 
with   the   above­mentioned   features   for   sentence 
boundary training. 

5 Sentence Generation

The goal of the Sentence Generation module is to 
generate a meaningful phrase that matches the input 
pattern given in  KNM  scheme. For example, given 
an  input  pattern such as  'KMKM  NKM   NKN',   it 
should generate a phrase consisting of three words 
each of them matching their respective pattern.

5.1 Corpus selection and pre­processing

Since   we   are   interested   in   generating   lyrics   for 
melody,  the corpus we chose consisted mainly of 
poems and short   stories.  The only pre­processing 
involved   was   to   remove   any   special   characters 
(such as “( ), $ % &, etc.) from the text. From this 
corpus,   we   index   all   Unigram   and   Bigram   of 
Words. Each word is marked with its KNM syllable 
pattern and their frequency of occurrence in the cor­

pus. The Bigram list contains only the frequency of 
occurrence. 

5.2 Graph Construction

Given an input pattern (say  'KMKM NKM NKN'), 
we construct a directed graph with the list of words 
satisfying each pattern, as represented by Figure 2.

Figure 2. Graph Construction

The edge from word Wij (of, say pattern KMKM) to 
Wrs  (of, say pattern NKM) is weighted based on the 
frequency values collected from the corpus and is 
calculated as follows:

                        # (Wij followed by Wrs) 
P(Wrs / Wij) =   ___________________    (Eqn. 1)

                                # (Wij)

Since  the Shortest Path Algorithm picks  the path 
with the least cost, we need to weight the edges in 
such a way that a higher probability sequence gets 
the least cost (C). Thus, we measure Cost(Wrs/Wij) 
as:

Cost(Wrs/Wij) = 1 ­ P(Wrs/Wij) (from Eqn. 1)    (Eqn. 2)

By default, the cost from the START node to the 
first list of words and the cost from the last list of 
words to END node is fixed as 1.

5.3 Preferential selection of paths

One of the shortcomings of using the Shortest Path 
Algorithm is that, for the given input pattern and the 
given Corpus,  the algorithm will  always generate 
the same phrase (with the least cost). In addition to 
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this problem, when the melody demands, we need 
to generate rhyming words. Lastly, we need to han­
dle the case where the corpus may not have a phrase 
that matches the complete pattern. We tackle all the 
above issues by biasing the Shortest Path Algorithm 
by changing the cost of the edges. 

5.3.1 Bias initial word

In order to generate different phrases for the same 
pattern (say KMKM  NKM  NKN), we pick a random 
word that matches the initial pattern (KMKM) and 
fix the cost of the edge from START to the random 
word to 0. As the default cost from START to all 
leading words is 1, this biases the algorithm to find 
a pattern that starts with the random word. Howev­
er, if there exists a phrase, whose “overall cost” is 
still   less   than   the   one   starting   with   the   random 
phrase, the algorithm will output the same phrase. 
In order to avoid this, we provide multiple random 
words and pick the one that truly generates a unique 
phrase.

5.3.2 Rhyming Words

When there is a need to generate phrases that rhyme 
with any previously generated phrases, especially in 
line endings, we use the same biasing technique to 
prefer certain words over others. The motivation to 
concentrate on line endings is based on our assump­
tion that the notes in melody would be similar for 
the   rhyming   words   and   thus   our   representation 
scheme involving Mei(M) (consonants) would han­
dle   the   stressed  syllables.  The  path  finding algo­
rithm, can take as input a word and a position, with 
which the new phrase should rhyme in the given po­
sition. In this case, we generate all the words that 
rhyme with the given word by using the Maximum 
substring   matching   technique.   That   is,   the   word 
with the maximum substring common to the input 
word, in word endings, is considered as a rhyming 
word.   For   example,   given   an   input   word   'kOyil' 
(temple), the rhyming words would be 'vAyil' (gate) 

and  'veyil'   (sun).  As can be seen, both  the words 
have the suffix  'yil'  common with the input word. 
Thus, as earlier, the cost of the edges in the paths 
leading to such rhyming words will be set to 0, thus 
biasing the algorithm to pick these paths. One an­
other way would be have only those nodes corre­
sponding  to   the   rhyming words   (discarding other 
non­rhyming words). However,  in the case where 
no rhyming words are present in the corpus, this ap­
proach can lead to a graph with an incomplete path. 
Hence we use  the  approach of  biasing  the  graph 
paths that can pick the rhyming words,  if present 
and provide a non­rhyming word, if none was avail­
able.

5.3.3 Edit­Distance Matching

There can also be cases when there is no phrase that 
exactly matches  the given input pattern sequence, 
though the corpus might contain individual words 
matching each pattern in the sequence. In this case, 
we relax the matches using the  Edit­Distance met­
ric. Thus, for the given pattern  NKN,  we also list 
words that match  NKK,  KKN, etc. Since the input 
patterns   are   deemed  to   fit   the   given   melody,   an 
Edit­Distance Matching can turn up words that need 
not match the given melody and hence should be 
used only when there are no phrases matching the 
input pattern. Another approach, though practically 
not possible, is to have a “big enough corpus” that 
contains at least one phrase matching each pattern.

6 Experiments

We   conducted   the   experiments   as   two   separate 
steps, one for the  CRF  engine and another for the 
Sentence Generation module.

For the CRF engine, we collected and used Tamil 
film   songs'   tune   and   lyrics,   as   they   were   easily 
available from the web. The tunes were converted 
to the ABC notation and their lyrics were converted 
to the KNM representation scheme. The notes from 
the tune and the syllables in the corresponding lyric 
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(in   their   respective   representation   schemes)   were 
manually   mapped   with   each   other.   An   example 
training  file   for   the  CRF  engine  for   learning  the 
KNM representation scheme is presented below:

Note Duration Label

B ½ K

C ½ N

B ½ K

A ½ KM

G ½ K

­ 0 tie

[ 0 open

A ½ pre

G ½ K

] 0 close

B 4 K

Table 1. KNM scheme learning – training file

Similarly, for the word boundary identification, the 
same input is used but with the labels corresponding 
to word boundaries such as W­B (word beginning), 
W­I (word intermediate), etc. (Table 2):

Note Duration Label

B ½ W­B

C ½ W­I

B ½ W­I

A ½ W­I

G ½ W­B

­ 0 Tie

[ 0 open

A ½ pre

G ½ W­I

] 0 close

B 4 W­I

Table 2. Word boundary learning – training file

For sentence boundary identification, the output 
from the word boundary identification is used and 

hence it is run after the word boundary identifica­
tion is complete. Thus, the input to the CRF engine 
in this case would be like the one in (Table 3), with 
labels corresponding to sentence boundary such as 
S­B (sentence beginning) and S­I (sentence interme­
diate):

Note Duration Word 
Boundary

Sentence 
Boundary

B ½ W­B S­B

c ½ W­I S­I

B ½ W­I S­I

A ½ W­I S­I

G ½ W­B S­I

­ 0 Tie S­I

[ 0 Open S­I

A ½ Pre S­I

G ½ W­I S­I

] 0 close S­I

B 4 W­I S­B

Table 3. Sentence boundary learning – training file

For   the  Sentence Generation  module,  we  used 
short stories, poems and Tamil lyrics across various 
themes such as love, appreciation of nature, patrio­
tism, etc. From this, all the special characters were 
removed and the list of Unigram and Bigram Words 
were collected along with their frequencies.

Based on the limited experiments performed on 
the trained CRF model, we observe that the feature 
set presented for Syllable identification seem to per­
form  reasonably   and   identifies   the   syllables  with 
70% accuracy for manually tagged melodies. How­
ever, we could not objectively evaluate  the Word 
and Sentence Boundary identification process as the 
resulting boundaries can also be considered as valid 
boundaries.   In   general,   the   word   and   sentence 
boundaries are the choice of the lyricist and hence 
the results can be considered as another valid way 
to generate lyric. Also, we feel that the number of 
training samples (10 melodies) supplied for training 
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the  CRF engine  is  very  less   for   it   to   reasonably 
learn   the   nuances   that   are   present   in   real­word 
lyrics.

Some of the syllable patterns identified from the 
tune and the corresponding sentences generated are 
given below:

Pattern: 'KK KK KKK
     NKKM KMKK'

Output: ஒர சற வயத
    ஞாபகம வநதத

Translation: In small age
           I recollected

As the syllable patterns get longer, we had to re­
sort to using Edit Distance in order to find matching 
sentences. One such output is presented below:

Pattern: ’KMKMKM KMKM NKN
             NKMKM NMKKM NKN’
Output: தமழல இஙக காணலாம

    எனற மைைபபடன ொொாலல
Translation: We can see here in Tamil
                   Proclaiming aloud

7 Limitations and Future Work 

From the initial set of experiments, we see that it is 
possible to generate a syllable pattern that closely 
matches the input tune. Currently, we do not consid­
er   the identification of strong beats in the melody 
and are expecting the presence of Mei (M) to take 
care of stressed syllables. We also expect the same 
strategy to work for other South Indian languages as 
well.  The current  Lyric  Generation algorithm    is 
simplistic, in that it can generate short meaningful 
phrases,   but   generating   longer   phrases   require 
adding constraints   (such  as  closest  matching pat­
terns) that defeats the purpose of matching with the 
tune.  Also,   the   current  method generates  phrases 
that are independent of the previous phrases. This 
leads   to   lyrics   that   are   meaningful   in   parts,   but 
meaningless on the whole.

Future work can involve introducing “semantic  
similarity” across phrases in a lyric, thereby gener­

ating lyrics that provide a coherent meaning. Also, 
experiments   can   be   conducted  with  different   do­
main corpus to generate lyrics for a given situation 
(such as Love, Death, Travel, etc.)   Other sentence 
generation strategies, such as an Evolutionary Algo­
rithm  (as suggested in (Manurung, 2004)) can also 
be attempted. Once a coherent meaningful lyric is 
generated, further improvements can be towards in­
corporating poetic aspects in the lyric.
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Abstract 

This paper is concerned with the possibility of 
quantifying and comparing the productivity of 
similar yet distinct syntactic constructions, 
predicting the likelihood of encountering un-
seen lexemes in their unfilled slots. Two ex-
amples are explored: variants of comparative 
correlative constructions (CCs, e.g. the faster 
the better), which are potentially very produc-
tive but in practice lexically restricted; and 
ambiguously attached prepositional phrases 
with the preposition with, which can host both 
large and restricted inventories of arguments 
under different conditions. It will be shown 
that different slots in different constructions 
are not equally likely to be occupied produc-
tively by unseen lexemes, and suggested that 
in some cases this can help disambiguate the 
underlying syntactic and semantic structure. 

1 Introduction 

Some syntactic constructions1 are more productive 
than others. Innovative coinages like the CC: The 
bubblier the Mac-ier (i.e. the more bubbly a pro-
gram looks, the more it feels at home on a Macin-
tosh computer) are possible, but arguably more 
surprising and marked than: I have a bubblier op-
erating system with a Mac-ier look in their respec-
tive construction, despite the same novel lexemes. 
The aim of this paper is to measure differences in 
the productivity of slots in such partially-filled 
constructions and also to find out if this productiv-
ity can be used to disambiguate constructions.  

                                                           

                                                          

1 I use the term ‘construction’ in a construction grammar sense 
following Goldberg (1995, 2006) to mean mentally stored 
hierarchically organized form-meaning pairs with empty, par-
tially-filled or fully specified lexical material. In this sense, 
both comparative adjectives and the pattern The [COMP] the 
[COMP] are constructions, and the productivity of such pat-
terns is the quantity being examined here. 

As one of the defining properties of language, 
productivity has received much attention in debates 
about the nature of derivational processes, the 
structure of the mental lexicon and the interpreta-
tion of key terms such as compositionality, gram-
maticality judgments or well-formedness. However 
in computational linguistics it is probably fair to 
say that it can be regarded most of all as a problem. 
Familiar items present in training data can be listed 
in lexical resources, the probabilities of their dif-
ferent realizations can be estimated from corpus 
frequency distributions etc. Thus using lexical in-
formation (statistically extracted or handcrafted 
resources) is the most successful strategy in resolv-
ing syntactic ambiguities such as PP-attachment 
(Hindle and Rooth, 1993; Ratnaparkhi, 1998; Stet-
ina and Nagao, 1997; Pantel and Lin, 2000; Kawa-
hara and Kurohashi, 2005), basing decisions on 
previous cases with identical lexemes or additional 
information about those lexemes. Yet because of 
productivity, even very large training data will 
never cover examples for all inputs being analyzed. 

In morphological theory (and corresponding 
computational linguistic practice), the situation has 
been somewhat different: a much larger part of the 
word formations encountered in data can be listed 
in a lexicon, with neologisms being the exception, 
whereas in syntax most sentences are novel, with 
recurring combinations being the exception.2 The 
focus in morphology has therefore often been on 
which word formation processes are productive 
and to what extent, with the computational coun-
terpart being whether or not corresponding rules 
should be built into a morphological analyzer. Syn-
tacticians, conversely, may ask which apparently 
regular constructions are actually lexicalized or 
have at least partly non-compositional properties 
(e.g. collocations, see Choueka, 1988, Evert, 2005, 

 
2 Compounding represents an exception to this generalization, 
standing, at least for some languages, between syntax and 
word formation and often generating an unusually large 
amount of items unlisted in lexica (cf. Bauer, 2001:36-7). 
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2009; multiword expressions, Sag et al., 2002; 
lexical bundles, Salem, 1987, Altenberg and Eeg-
Olofsson, 1990, Biber et al., 1999, 2004). 

In morphology, the realization that productivity 
is a matter of degree, rather than a binary trait of 
word formation processes (see e.g. Bauer, 
2001:125-162), has lead to the exploration of quan-
titative measures to assess and compare different 
aspects of the fertility of various patterns (esp. the 
work of Baayen, 2001, 2009). Yet syntactic appli-
cations of these measures have only very recently 
been proposed, dealing with one slot of a pattern 
much like the stem operated on by a morphological 
process (cf. Barðdal, 2006; Kiss, 2007).  

In this paper I will examine the application of 
measures based on Baayen’s work on morphology 
to different variants of syntactic constructions with 
more or less variable slots. The goal will be to 
show that different constructions have inherently 
different productivity rates, i.e. they are more or 
less liable to produce new members in their free 
slots. If this view is accepted, it may have conse-
quences both theoretically (novelty in certain posi-
tions will be more surprising or marked) and 
practically, e.g. for parsing ambiguous structures 
with novel arguments, since one parse may imply a 
construction more apt to novelty than another.  

The remainder of this article is structured as fol-
lows: the next section introduces concepts underly-
ing morphological productivity and related corpus-
based measures following Baayen (2009). The fol-
lowing two sections adapt and apply these meas-
ures to different types of CCs (such as the faster 
the better) and NP/VP-attached PPs, respectively, 
using the BNC3 as a database. The final section 
discusses the results of these studies and their im-
plications for the study of syntactic productivity. 

2 Morphological Productivity Measures 

Productivity has probably received more attention 
as a topic in morphology than in syntax, if for no 
other reason than that novel words are compara-
tively rare and draw attention, whereas novel 
phrases or sentences are ubiquitous. The exact 
definition of a novel word or ‘neologism’ is how-
ever less than straightforward. For the present pur-
pose we may use Bauer’s (2001:97-98) working 
definition as a starting point: 
                                                           
3 The British National Corpus (http://www.natcorp.ox.ac.uk/), 
with over 100 million tokens of British English. 

[Productivity] is a feature of morphological proc-
esses which allow for new coinages, […] coining 
must be repetitive in the speech community […] 
Various factors appear to aid productivity: type 
frequency of appropriate bases, phonological and 
semantic transparency, naturalness, etc., but these 
are aids to productivity, not productivity itself. 

 
For Bauer, productivity is defined for a morpho-

logical process, which is ideally frequently and 
consistently found and coins ideally transparent 
novel forms. The word ‘coining’ in this context 
implies that speakers use the process to construct 
the transparent novel forms in question, which in 
turn means the process has a regular output. Yet 
novelty, transparency and regularity are difficult to 
judge intuitively, and the definitions of “new” vs. 
“existing” words cannot be judged reliably for any 
one speaker, nor with any adequacy for a speaker 
community (cf. Bauer, 2001:34-35).  

This problem has led researchers to turn to cor-
pus data as a sort of ‘objective’ model of language 
experience, in which the output of a process can be 
searched for, categorized and tagged for evalua-
tion. Baayen (e.g. 2001, 2009) proposes three cor-
pus-based measures for the productivity of word 
formation processes. The first measure, which he 
terms extent of use, is written V(C,N) and is simply 
the proportion of types produced by a process C in 
a corpus of size N, e.g. the count of different nouns 
in -ness out of all the types in N. According to this 
measure, -ness would have a much higher realized 
productivity than the -th in warmth since it is found 
in many more words. However, this measure indis-
criminately deals with all existing material – all 
words that have already been generated – and 
hence it cannot assess how likely it is that novel 
words will be created using a certain process. 

Baayen’s other two measures address different 
aspects of this problem and rely on the use of ha-
pax legomena, words appearing only once in a cor-
pus. The intuitive idea behind looking at such 
words is that productively created items are one-
off unique occurrences, and therefore they must 
form a subset of the hapax legomena in a corpus. 
Baayen uses V(1,C,N), the number of types from 
category C occurring once in a corpus of N words 
and V(1,N), the number of all types occurring once 
in a corpus of N words. The second measure, 
termed hapax-conditioned degree of productivity is 
said to measure expanding productivity, the rate at 
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which a process is currently creating neologisms. It 
is computed as V(1,C,N)/V(1,N), the proportion of 
hapax legomena from the examined category C 
within the hapax legomena from all categories in 
the corpus. Intuitively, if the amount of hapax le-
gomena could be replaced by ‘true’ neologisms 
only, this would be the relative contribution of a 
process to productivity in the corpus, which could 
then be compared between different processes4. 

The third measure, category-conditioned degree 
of productivity measures the potential productivity 
of a process, meaning how likely it is to produce 
new members, or how saturated a process is. This 
measure is the proportion of hapax legomena from 
category C divided by N(C), the total token count 
from this category:  V(1,C,N)/N(C). It intuitively 
represents the probability of the next item from 
category C, found in further corpus data of the 
same type, to be a hapax legomenon.  

Baayen’s measures (hence p1, p2 and p3 respec-
tively) are appealing since they are rigorously de-
fined, easily extractable from a corpus (provided 
the process can be identified reliably in the data) 
and offer an essential reduction of the corpus wide 
behavior of a process to a number between 1 and 0, 
that is, an item producing no hapax legomena 
would score 0 on p2 and p3, and an item with 
100% hapax legomena would score 1 on p3, even 
if it is overall rather insignificant for productivity 
in the corpus as a whole (as reflected in a low 
score for p2). The measure p3 is the most impor-
tant one in the present context, since it allows us to 
reason conversely that, given that an item is novel 
and could belong to one of two processes, it is 
more likely to have come from whichever process 
is more productive, i.e. has a higher p3 score. 

Indeed the assumptions made in these measures 
do not necessarily fit syntactic productivity at a 
first glance: that the process in question has a 
clearly defined form (e.g. a suffix such as -ness) 
that it accommodates one variable slot (the stem, 
e.g. good- in goodness), and that each different 
stem forms a distinct type. Applying these meas-
ures to syntactic constructions requires conceptual 

                                                           
                                                          

4 This statement must be restricted somewhat: in items show-
ing multiple processes, e.g. bullishness, the processes associ-
ated with the suffixes -ish and -ness are not statistically 
independent, creating a difficulty in using such cases for the 
comparison of these two processes (see Baayen, 2009). In 
syntax the extent of this problem is unclear, since even occur-
rences of NPs and VPs are not independent of each other. 

and mathematical adaptation, which will be dis-
cussed in the next section using the example of 
comparative correlative constructions. 

3 Measuring Productivity in CCs 

Comparative correlatives are a complex yet typo-
logically well attested form of codependent clauses 
expressing a corresponding monotonous positive 
or negative change in degree between two proper-
ties (see den Dikken, 2005 for a cross-linguistic 
overview). For example, in the faster we go, the 
sooner we’ll get there, speed is monotonously cor-
related with time of arrival. A main reason for syn-
tactic interest in this type of sentence is a proposed 
‘mismatch’ (see McCawley, 1988, Culicover and 
Jackendoff, 1999) between its syntax, which ap-
pears to include two identically constructed para-
tactic clauses, and its semantics, which imply 
possible hypotaxis of the first clause as a sort of 
‘conditional’ (if and in so much as we go fast…).  

Two other noteworthy features of this construc-
tion in use (the following examples are from the 
BNC) are the frequent lack of a verb (the larger 
the leaf the better quality the tea) and even of a 
subject noun (the sooner the better) 5 and a ten-
dency for the (at least partial) lexicalization of cer-
tain items. The verbless variant often houses these, 
e.g. the more the merrier, but also with verbs, e.g. 
the bigger they come the harder they fall. A con-
text-free grammar might describe a simplified 
variant of such clauses in the following terms: 

 
Scc > the COMP (NP (VP)) 
S > Scc Scc   

 
where Scc is one of the comparative correlative 
clauses, COMP represents either English compara-
tive allomorph (in -er like bigger or analytic with 
more or less in more/less important), and NP and 
VP are optional subjects and corresponding predi-
cates for each clause.6  

However like many CFG rules, these rules may 
be too general, since it is clearly the case that not 

 
5 The latter form has been analyzed as a case of ellipsis of the 
copula be (Culicover and Jackendoff, 1999:554; similarly for 
German: Zifonun et al., 1997:2338). It is my position that this 
is not the case, as the bare construction has distinct semantic 
properties as well as different productive behavior, see below. 
6 These rules should be understood as agnostic with respect to 
the parataxis/hypotaxis question mentioned above. The paren-
theses mean NP may appear without VP but not vice versa. 
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all comparatives, nouns and verbs fit in this con-
struction, if only because of semantic limitations, 
i.e. they must be plausibly capable of forming a 
pair of monotonously correlated properties. Corpus 
data shows that comparatives in CC clauses select 
quite different lexemes than comparatives at large, 
that the first and second slots (hence cc1 and cc2) 
have different preferences, and that the presence or 
absence of a VP and possibly a subject NP also 
interact with these choices. Table 1 shows com-
paratives in the BNC sorted by frequency in gen-
eral, along with their frequencies in cc1 and cc2. 
Some frequent comparatives do not or hardly ap-
pear in CCs given their frequency7 while others 
prefer a certain slot exclusively (e.g. more likely in 
cc2) or substantially (e.g. higher in cc1). Columns 
Ø1 and Ø2 show bare comparatives (no subject or 
verb) in cc1 or 2 and the next two columns show 
subsets of bare cc1 or 2 given that the other clause 
is also bare. The last columns show CCs with only 
NPs and no verb, either in one clause or both. In 
bare CCs we find that better selects cc2 exclu-
sively, in fact making up some 88% of cc2s in this 
construction (the COMP the better) in the BNC. 

  

 
 

                                                           

                                                          

7 Occurrences of items which cannot serve attributively, such 
as more with no adjective and sooner, have been excluded, 
since they are not comparable to the other items. Most occur-
rences of the most frequent item, further, should arguably be 
excluded too, since it is mostly used as a lexicalized adverb 
and not a canonical comparative. However comparative usage 
is also well-attested, e.g.: he was going much further than that. 

A look at the list of lexemes typical to cc1 vs. 
cc2 shows that cc1 tends to express a dependent 
variable with spatiotemporal semantics (higher, 
older, longer), whereas cc2 typically shows an in-
dependent evaluative (better, more likely), though 
many common lexemes appear in both.8 

Although the results imply varying degrees of 
preference and lexicalization in different construc-
tions, they do not yet tell us whether or not, or bet-
ter how likely, we can expect to see new lexemes 
in each slot. This can be assessed using Baayen’s 
measures, by treating each construction as a mor-
phological process and the comparative slot as the 
lexical base forming the type (see Kiss, 2007 for a 
similar procedure).9 The results in Table 2 show 
that all constructions are productive to some ex-
tent, though clearly some yield fewer new types.  

 

 
p1 and p2 show that CCs are responsible for 

very little of the productive potential of compara-
tives in the corpus. This is not only a function of 
the relative rarity of CCs: if we look at their rate of 
vocabulary growth (Figure 1), general compara-
tives gather new types more rapidly than CCs even 
for the same sample size10. Using a Finite Zipf 
Mandelbrot Model (FZM, Evert, 2004), we can 
extrapolate from the observed data to predict the 
gap will grow with sample size. 

 toks types hpx p1 p2 p3 

266703 5988 2616 0.00772 0.00651 0.0098

 
8 I thank Livio Gaeta and an anonymous reviewer for com-
menting on this point. 
9 In fact, one could also address the productivity of the con-
struction as a whole by regarding each argument tuple as a 
type, e.g. <more ergonomic, better> could be a hapax legome-
non despite better appearing quite often. Since each slot mul-
tiplies the chances a construction has to be unique, the nth root 
of the value of the measure would have to be taken in order to 
maintain comparability, thus the square root of pk for 2 slots, 
the cube root for 3 slots and so on. Another option, if one is 
interested in the chance that any particular slot will be unique, 
is to take the average of pk for all slots. However for the pre-
sent purpose the individual score of each slot is more relevant. 
10 The comparative curve is taken from 2000 occurrences 
evenly distributed across the sections of the BNC, to corre-
spond topically to the CCs, which cover the whole corpus. 

word comp cc1 cc2 Ø1 Ø2 
Ø1 

(Ø2) 
(Ø1) 
Ø2 n1 n2

n1
(n2)

(n1)
n2 

further 21371                     

better 20727 15 143   89   51 9 22 5 15

higher 15434 97 39 4 2 3   84 23 44 21

greater 13883 82 171 1 1     75 92 35 80

lower 10983 20 27   2     18 12 7 12

older 8714 24 1 1   1   3   1  

…            

longer 3820 45 15 3 1 3   11 3 9 3

bigger 3469 43 13 4 1 3   30 8 15 8
more 
likely 3449   28           2  1

…            
more 

wholistic 1                     

zanier 1 1           1       

Table 1. Comparative frequencies independently and 
in cc1/cc2, with or without nominal subjects/verbs in 
one or both clauses. 

comp 

802 208 140 0.00026 0.00034 0.1745cc1 

802 181 126 0.00023 0.00031 0.1571cc2 

58 45 37 5.80E-05 9.22E-05 0.6379bare1 

58 7 5 9.03E-06 1.24E-05 0.0862bare2 

Table 2. Productivity scores for comparatives, cc-
clauses in general and specifically for bare CCs 
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However, p3 shows the surprising result that 
CCs have more potential productivity than com-
paratives in general, with the bare cc1 slot leading, 
both general CC slots somewhat behind, and the 
bare cc2 last. This means our data does not begin 
to approach covering this category – the next CC is 
much likelier to be novel, given the data we’ve 
seen so far. 

With this established, the question arises 
whether a CFG rule like the one above should take 
account of the likelihood of each slot to contain 
novel vs. familiar members. For instance, if a 
PCFG parser correctly identifies a novel compara-
tive and the input matches the rule, should it be 
more skeptical of an unseen bare cc1 than an un-
seen bare cc2 (keeping in mind that the latter have 
so far been better in 88% of cases)? To illustrate 
this, we may consider the output of a PCFG parser 
(in this case the Stanford Parser, Klein and Man-
ning, 2003) for an ambiguous example. 

Since CCs are rather rare, PCFGs will tend to 
prefer most other parses of a sentence, if these are 
available. Where no other reading is available we 
may get the expected two clause structure, as in the 
example in Figure 2.11  

 
                                                           
11 The X nodes conform to the Penn Treebank II Bracketing 
Guidelines for CCs (Bies et al., 1995:178).  

 
The Stanford Parser fares quite well in cases 

like these, since the pronoun (it, I) can hardly be 
modified by the comparative (*[NP the closer it] or 
*[NP the more worried I]), and similarly for NPs 
with articles (*[NP the closer the time]). Yet article-
less NPs and bare CCs cause problems, as in the 
tree in Figure 3. 

 
Figure 2. Stanford Parser tree for: The closer it gets, 
the more worried I become. 

Figure 1. Vocabulary growth curves and FZM ex-
trapolations for comparatives in cc1, cc2 and at large 
in the BNC.  

 

 
Figure 3. Stanford Parser tree for: The less cloudy, 
the better views can be seen to the south. 

 
Here The less cloudy and the better views form one 
NP, separate from the VP complex. Such a reading 
is not entirely impossible: the sentence could mean 
‘less cloudy, better views’ appositively. However 
despite the overall greater frequency of appositions 
and the fact that less cloudy has probably not been 
observed in cc1 in training data, the pattern of a 
novel form for cc1 and better in cc2 is actually 
consistent with a novel CC. With these ideas in 
mind, the next section examines the potential of 
productivity to disambiguate a much more preva-
lent phenomenon, namely PP attachment. 

4 PP Attachment and Productivity 

The problem of attaching prepositional phrases as 
sister nodes of VP or as adjuncts to its object nouns 
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is a classic case of syntactic ambiguity that causes 
trouble for parsers (see Hindle and Rooth, 1993; 
Manning and Schütze, 1999:278-287; Atterer and 
Schütze, 2007), e.g. the difference between I ate a 
fish with a fork and I ate a fish with bones12, i.e. 
denoting the instrument or an attribute of the fish. 
There are also two further common readings of the 
preposition with in this context, namely attached 
either high or low in the VP in a comitative sense: 
I ate a fish with Mary and I ate a fish with potatoes 
respectively, though most approaches do not dis-
tinguish these, rather aiming at getting the attach-
ment site right. 

Already in early work on PP attachment (Hindle 
and Rooth, 1993) it was realized that the lexical 
identity of the verb, its object, the preposition and 
in later approaches also the prepositional object 
noun (Ratnaparkhi et al., 1994) are useful for pre-
dicting the attachment site, casting the task as a 
classification of tuples <v, n1, p, n2> into the 
classes V (VP attachment) and N (NP attachment). 
Classifiers are commonly either supervised, with 
disambiguated training data, or more recently un-
supervised (Ratnaparkhi, 1998) using data from 
unambiguous cases where no n1 or v appears. 
Other approaches supplement this information with 
hand-built or automatically acquired lexical re-
sources and collocation databases to determine the 
relationship between the lexemes, or, for lexemes 
unattested in the tuples, for semantically similar 
ones (Stetina and Nagao, 1997; Pantel and Lin, 
2000). 

Although the state of the art in lexically based 
systems actually approaches human performance, 
they lose their power when confronted with unfa-
miliar items. For example, what is the likeliest at-
tachment for the following BNC example: I can 
always eat dim-sum with my dybbuk? It is safe to 
assume that the (originally Hebrew) loan-word 
dybbuk ‘(demonic) possession’ does not appear in 
most training datasets, though dim-sum is attested 
more than once as an object of eat in the BNC. 
Crucially, the triple (eat, dim-sum, with) alone 
cannot reliably resolve the attachment site (con-
sider soy-sauce vs. chopsticks as n2). It is thus 
worth examining how likely a novel item is in the 
                                                           

                                                          12 Though in some cases the distinction is not so tenable, e.g. 
we have not signed a settlement agreement with them (Man-
ning and Schütze, 1999:286), where with them can arguably be 
attached low or high. Incidentally, the ‘fish’ examples are 
actually attested in the BNC in a linguistic context. 

relevant slot of each reading’s construction. The 
rest of this section therefore examines productivity 
scores for the slots in eat NP with NP and their 
correlation with different readings as an example. 

Since these cases cannot be identified automati-
cally in an unparsed text with any reliability, and 
since there is not enough hand-parsed data contain-
ing these constructions, a conservative proximity 
assumption was made (cf. Ratnaparkhi, 1998) and 
all occurrences of eat and related forms within ten 
words of with and with no intervening punctuation 
in the BNC were evaluated and tagged manually 
for this study. This also allowed for head-noun and 
anaphor resolution to identify the referent of a slot 
in the case of pronominal realization; thus all slot 
types in the data including pronouns are evaluated 
in terms of a single head noun.  

Results show that out of 131 hits, the largest 
group of PPs (59 tokens) were object noun modifi-
ers, almost all comitatives13, justifying the preva-
lent heuristic to prefer low attachment. However 
verbal instrumentals and high comitatives (25 and 
23 respectively) come at a very close second. The 
remaining 24 cases were adverbial modifications 
(e.g. with enthusiasm). Looking at hapax legomena 
in the respective slots we can calculate the meas-
ures in Table 3. 
 

 
The scores show that the verbal instrumental read-
ing is the least likely to exhibit a novel head at the 
n2 slot, which is semantically plausible – the reper-
toire of eating instruments is rather conventional-
ized and slow to expand. The comitative reading is 
very likely to innovate in n2, but much less so in 
n1, fitting e.g. the “dim-sum with dybbuk”-
scenario. This fits the fact that one may eat to-
gether with many distinct persons etc., but when 

 n1 slot n2 slot total 

 hapax p3 hapax p3 tokens 

n 39 0.661 45 0.7627 59 

v adv 15 0.625 21 0.875 24 

v com 8 0.3478 20 0.8696 23 

v inst 15 0.6 4 0.16 25 

Table 3. p3 for the first and second head 
noun in nominal and three types of verbal PP 
attachment for eat n with n in the BNC. 

 
13 Only 4 hits were truely non-comitative noun modifiers, e.g. 
<eat, anything, with, preservatives>, where a comitative read-
ing is clearly not intended. Since the group was so small, all 
noun modifiers have been treated here together. 
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these are specified, the exact nature of the meal or 
food is often left unspecified14. The adverbial read-
ing is likely to innovate in both slots, since many 
ways or circumstances of eating can be specified 
and these hardly restrict the choice of object for 
eat. Interestingly, the choice of object maintains a 
very stable productivity in all but the high comita-
tive construction. n2 innovation in nominal modi-
fiers is actually lower than for adverbials and 
comitatives, meaning low attachment may not be 
the preferred choice for unknown nouns. 

While these results imply what some reasonable 
expectations may be to find a novel member of 
each slot in each reading, they do not take the iden-
tity of the lexemes into account. In order to com-
bine the general information about the slot with 
knowledge of a known slot member, we may si-
multaneously attempt to score the productivity of 
the construction’s components, namely the noun or 
verb in question, for PP modifiers. This raises the 
problem of what exactly should be counted. One 
may argue that high-attached comitatives and ad-
verbials should be counted separately, since they 
are almost always optional regardless of the verb 
(one can equally well eat or do anything else with 
someone in some way), unlike instrumentals which 
may be more closely linked to the verb. On the 
other hand, the exact constructional sense of such 
PPs is colored by the verb, e.g. eating a meal with 
someone has a rather particular meaning (as op-
posed to coincidentally performing the act of eat-
ing alongside another eater). If the decision is only 
between high and low attachment, then grouping 
all variants together may be sensible in any case.  

Depending on the argument and verb, it is pos-
sible to make fine distinctions, provided enough 
cases are found. For dim-sum, for example, no 
cases of NP modifying with (novel or otherwise) 
are found, making the (correct) high comitative 
reading likely. By contrast, for the head noun fish, 
which is a common object of eat, 37 hits with with-
PPs are found in the BNC, forming 32 preposi-
tional object noun types of which 28 are hapax le-
gomena in this slot. All high readings of with-PPs 
with eat (including intransitive eat) form 92 to-
kens, 68 noun types and 44 hapax legomena. Thus 
fish + PP scores p3=0.756 while eat + PP scores 

                                                           
                                                          

14 In fact the non-food specific nouns breakfast, lunch, dinner, 
dish and meal cover 16 of the high comitative n1 tokens, al-
most 70%. 

0.478, corresponding to less productivity. This 
means novel prepositional objects are substantially 
less probable for the high attachment given that the 
direct object is fish. 

5 Conclusion 

The above results show that similar yet distinct 
constructions, which vary slightly in either con-
stituent structure (high vs. low attachment), seman-
tics (comitative or instrumental PPs), number of 
arguments (more and less bare CCs) or position 
(cc1 vs. cc2),  show very different lexical behavior, 
exhibiting more or less variety in different slots 
and differing proportions of hapax legomena. The 
inference which should become apparent from the 
sharp contrasts in slot scores (especially in p3) 
given the size of the data, is that these differences 
are not coincidental but are indicative of inherently 
different productivity rates for each slot in each 
construction. These properties need not be attrib-
uted to system internal, linguistic reasons alone, 
but may also very well reflect world knowledge 
and pragmatic considerations.15 However, from a 
construction grammar point of view, the entrench-
ment of these constructions in speakers and there-
fore in data is inextricably connected with 
interaction in the world, thus making syntactic 
productivity a plausible and relevant quantity both 
theoretically and potentially for NLP practice. 

It remains to be seen whether or not productiv-
ity scores can help automatically disambiguate 
structures with unseen arguments (e.g. PP attach-
ment with unencountered n2), or even distinguish 
semantic classes such as comitatives, instrumentals 
etc. for novel nouns, for which a classification into 
helpful semantic categories (animate, human and 
so forth) is not available. A large-scale evaluation 
of this question will depend on how easily and re-
liably productivity scores can be extracted auto-
matically from data for the relevant constructions.  
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Abstract 

Interactive fiction (often called “IF”) is a ven-

erable thread of creative computing that in-

cludes Adventure, Zork, and the computer 

game The Hitchhiker’s Guide to the Galaxy as 

well as innovative recent work. These pro-

grams are usually known as “games,” appro-

priately, but they can also be rich forms of 

text-based computer simulation, dialog sys-

tems, and examples of computational literary 

art. Theorists of narrative have long distin-

guished between the level of underlying con-

tent or story (which can usefully be seen as 

corresponding to the simulated world in inter-

active fiction) and that of expression or dis-

course (corresponding to the textual exchange 

between computer and user). While IF devel-

opment systems have offered a great deal of 

power and flexibility to author/programmers 

by providing a computational model of the 

fictional world, previous systems have not 

systematically distinguished between the tell-

ing and what is told. Developers were not able 

to control the content and expression levels 

independently so that they could, for instance, 

have a program relate events out of chrono-

logical order or have it relate events from the 

perspective of different characters. Curveship 

is an interactive fiction system which draws 

on narrative theory and computational linguis-

tics to allow the transformation of the narrat-

ing in these ways. This talk will briefly 

describe interactive fiction, narrative varia-

tion, and how Curveship provides new capa-

bilities for interactive fiction authors. 

 

1 Curveship and Its Contexts 

This paper addresses those interested in aesthetic 

and computational, work with language, whether 

or not they are familiar with interactive fiction or 

narrative theory. I describe the twofold motivation 

behind Curveship, explaining why I find interac-

tive fiction compelling and why I find narrative 

variation a worthwhile capability for a literary 

computer system. I then sketch the way that 

Curveship works, pointing to aspects of the system 

that will, I hope, interest interactive fiction authors 

and also have relevance beyond interactive fiction. 

Several histories of interactive fiction are avail-

able, including book-length (Montfort 2003) and 

briefer ones (Nelson 2001, Montfort 2007a). This 

paper focuses on how interactive fiction works, 

and on explaining its conventions, rather than on 

detailing the history of the first interactive fiction, 

Adventure (written in 1976 by Will Crowther and 

Don Woods), the “mainframe” games that 

followed, interactive fiction in the commercial 

marketplace (including the many notable 

contributions of Infocom), and the surge in 

development by individual, non-commercial inter-

active fiction authors. This paper also doesn’t pro-

vide any information about how to download or 

run interactive fiction, and very little about how to 

play it, although several FAQs and other resources 

are available online with that information (IFWiki 

2009, Aiken 2008, Cadre n.d.). 

After offering some of the motivation for this 

work, this paper provides a high-level introduction 

to Curveship and its capabilities. The details on 

narrative variation and on how it has been imple-

mented computationally are available in the 
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author’s dissertation (Montfort 2007b). While the 

interface to the system has been streamlined and 

other changes are being made to facilitate the use 

of Curveship by interactive fiction authors, the ap-

proach to narrative variation that is described there 

remains current. 

2 The Interactive Fiction Tradition 

Since the release of the first work of interactive 

fiction in 1976, those working in the form have 

developed conventions and traditions and have 

undertaken many different sorts of exploration and 

innovation. 

A snippet of a transcript from this author’s 

Book and Volume (2005) gives a basic idea of what 

interaction is like: 

 

Your Apartment Building’s Lobby 

Clean, if not homey. The doorman waits in a 

Plexiglas cube that looks curiously bullet-

proof. 

 

>leave 

Onward, into the intentional city. nWare 

crafted it well -- built from the ground up 

with security and scalability in mind, it’s 

fully pedestrianized but hums, almost full-

size, like a city center. 

 

The night sky is completely cloudless. The 

dry warmth of the air hints at the desert that 

surrounds nTopia. 

 

Abalone & Fifth 

Your apartment building is on the southwest 

corner. Opposite it is a windowless, blocky 

building. On the southeast corner Pharmico-

pia sprawls. Otto’s Automat is to the north-

west. 

 

A window pops up in the lower right corner 

of your nLap. In it, the uncanny red stapler 

wiggles its hinged head to the accompani-

ment of a cheery robot voice: 

 

I see you’re outside! Hey, the nice thing 

about this city is that it uses the grid system, 

so you can just go NORTH, EAST, SOUTH, 

or WEST, and you’ll pretty much always end 

up somewhere else! 

 

The window winks away. 

 

>go to the automat 

 

Otto’s Automat 

Someone, perhaps nWare’s monarchically 

wealthy founder, shellf, really got into Dark 

City. There couldn’t be any other excuse for 

this combination vending machine and cafe-

teria, even though it may strain to look mod-

ern and appetizing. Pixelated smiley faces in 

an urgent red decorate everything, even the 

edges of the food-dispensing wall. 

 

The opportunity to avoid social contact dur-

ing food selection is appealing. 

 

>buy some food 

Food does seem like a good idea. You select 

something palatable from the food-

dispensing wall and begin to consume it, 

face flickering with mammalian happiness.      

 

A guy you met during new employee reori-

entation -- Knut, you think his name is -- fur-

tively joins you as you’re dining. He looks 

even more feverish and high-strung than he 

did a few days ago. 

 

“Hi. Hi again. Gotta tell. Tell you some-

thing.” 

 

Here, the player character — the one controlled by 

the player via textual commands — begins in the 

lobby of his apartment building. The player then 

types a command for that character to “leave,” 

which he does, ending up outside at an intersec-

tion. Because the player character happens to be 

carrying his laptop computer, which is turned on, 

an annoying animated agent appears and dispenses 

some advice. The next command, “go to the auto-

mat,” directs the character to enter a different 

building. (“Go northwest,” “walk northwest,” 

“northwest,” or simply “nw” would have all done 

the same thing.) Finally, the character is com-

manded to “buy some food,” which the character 

does — something that is only possible because the 

character has his electronic cash device, isn’t sated, 

and is in place where food is sold. Although these 

are not dramatically interesting actions, they, in 
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this game and in others, can be part of figuring out 

the nature of an unusual world. 

Of course, not every input works as smoothly 

as these did in this context. Actions often work if 

they are warranted by the situation in some way; so 

“buy some food” is appropriate in an automat 

while “donate my organs to science” isn’t. A char-

acter can be commanded to walk in a particular 

direction, or to enter a building that is nearby, but 

not, usually, to “go to Tangiers.” And there is usu-

ally no need for fine-grained positioning or de-

scribing the manner in which an action is done, so 

instead of issuing the command “hop spryly over 

to the coffee table” to prepare for setting down 

one’s mug, it’s fine to just go directly to typing 

“put my mug on the coffee table.” 

Moving a character around using compass di-

rections is a very notable convention originating 

with Adventure, although there were other ways to 

get around in that game. However it’s done, trav-

ersing a virtual space is very important to interac-

tive fiction. 

There are four important characteristics of in-

teractive fiction that make it interesting from a re-

search standpoint as well as from the standpoint of 

poetics. A work of interactive fiction is: 

• A limited domain that serves as a simu-

lated “microworld.” It has a complete model of the 

things that can be manipulated in the simulation 

and can be usefully talked about. 

• A dialog system. Natural language is pro-

vided as output, and the system accepts commands 

that, although simple and short, are instances of 

English text. 

• A computer game, providing enjoyment 

and fun. Although not the preeminent form of 

computer entertainment today, as it was around 

1980, interactive fiction is something that many 

people find enjoyable and interact with for its own 

sake.  

• A form of aesthetic expression and literary 

art. As with any form or medium, only a few use a 

significant amount of this potential. But the com-

putational, literary nature of interactive fiction 

gives it the capability to do aesthetic work that 

could not otherwise be done. 

Since many people don’t realize that interactive 

fiction extends beyond the cave setting and fantasy 

genre, it’s worth mentioning a few examples of 

work from the last few years, work that gives an 

idea of the range of interactive fiction today — all 

of which is available for free download and easily 

found online: 

Anchorhead, by Michael Gentry, 1998: An ex-

pansive interactive fiction with deep secrets and 

action that runs over several days, inspired in tone 

and style by H. P. Lovecraft. 

Bad Machine, by Dan Shovitz, 1998: Manifest-

ing itself as confusing a mix of status reports, error 

messages, this interactive fiction takes place in a 

strange robot-run factory. 

Narcolepsy, by Adam Cadre, 2003: A seem-

ingly contemporary, ordinary interactive fiction 

that branches hilariously into strange genre scenar-

ios. 

Slouching toward Bedlam, by Star C. Foster 

and Daniel Ravipinto, 2003: A steampunk science 

fiction piece set in an asylum and involving tech-

nological and kabbalistic themes. 

Savoir-Faire, by Emily Short, 2002: The return 

to a childhood home provides opportunities to re-

member the past and requires that the player figure 

out an intricate system of sympathetic magic. 

Spider and Web, by Andrew Plotkin, 1998: A 

science-fiction spy thriller that has the player reen-

act past events to the satisfaction of an interroga-

tor. 

Interactive fiction as it exists now is a type of 

virtual reality, a simulation of not only a space and 

the characters and things in that space but also of 

physical and metaphysical laws that obtain in a 

world. Furthermore, it’s a virtual reality that works 

well, one in which conventions have evolved about 

the level of abstraction and the types of commands 

that will work. An effective way of interacting has 

been negotiated. 

Although more could be done to better simulate 

a world and to better understand language in inter-

active fiction, the Curveship project has a different 

goal. Curveship is being developed to add to inter-

active fiction’s well-established capability for 

simulation a new capability for narration, one that 

will allow the telling to be parametrically varied. 

3 Narrative Variation 

For more than three decades, interactive fiction 

programs have simulated fictional worlds. By al-

lowing control over settings, characters, and the 
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incidents that happen, they have provided very use-

ful facilities. However, literary works are not pow-

erful and compelling merely because of what 

happens in them. They also rely on these events 

being told in an interesting way, on the different 

types of narrating that can be done. The interactive 

fiction system I am describing, Curveship, uses 

natural language generation to allow the narrating 

to be varied parametrically. To understand why 

this is a significant capability, it is worth turning to 

non-digital novels, stories, and narrative poems to 

see how they accomplish their effects. 

We may consider different novels, stories, and 

poems to be “great” — powerful, affecting, trans-

forming, deeply pleasing to read — but whichever 

ones we prefer, it is unlikely that we appreciate 

them simply because of what happens in them. The 

way these events are narrated is also important. A 

paraphrase or summary is generally not considered 

to be as interesting as is a great work of literature, 

even an ancient one. A timeline of events would 

hardly compare to The Odyssey, in which Odys-

seus tells some of the events himself, in which he 

weeps as he hears a bard, who does not know 

Odysseus’s identity, relating the events of the Tro-

jan War and his own exploits to him. This is not to 

say that there can be no interesting retellings of 

The Odyssey, only that any telling will be interest-

ing or not based on how the narrating is done. 

The study of narrating, of how the same under-

lying events can be told in different ways, has been 

undertaken systematically in the field of narrative 

theory or narratology, in which the distinction be-

tween story/content and discourse, between that 

which is narrated the narrative itself, has been 

central. Specifically, the model that Gérard Genette 

presents in Figures III, translated into English as 

Narrative Discourse (Genette 1980) and later re-

vised in Narrative Discourse Revisited (Genette 

1988), has provided the basis for narrative varia-

tion in  Curveship. 

A variant of a simple story given as an example 

by E. M. Foster is represented in figure 1. There 

are five underlying events: The death of the king, 

the grieving of the queen, the death of the queen, 

the usurping of the throne by a clown, and the 

laughing of the jester. These can be told one after 

another in their chronological order, as the top part 

of the diagram shows. But it is also possible to nar-

rate the same underlying contest by saying “The 

king and queen died. The jester laughed — after 

the clown usurped the throne.” This telling repre-

sented in the bottom part of the diagram, and cor-

responds to changes in three of Genette’s 

categories: frequency (whether there is one telling 

per event, one for several events, or several for one 

event), speed (how rapidly or slowly events are 

related), and order (the sequence in which events 

are represented as compared to their chronological 

order in the story world). In this case, the king and 

queen’s death are both narrated with a single 

statement, a change in frequency; the queen’s grief 

is skipped over as rapidly as is possible and thus 

omitted entirely, a change in speed; and the 

clown’s usurping of the throne is mentioned last, 

after the jester’s laughter, which it apparently oc-

casioned — a change in order. 

Genette describes several other categories of 

variation, two of which are important for this pa-

per. The time of narrating describes the temporal 

relationship between the narrating and the events 

of the story. For instance, in “I was driving down 

the road and it started raining frogs” the narrating 

is happening after the events, but a different (and 

still perfectly plausible) telling of this story, “So 

I’m driving down the road and all of the sudden it 

starts raining frogs,” the narrating and the events 

take place at the same time, giving a more immedi-

ate feel to the narrative. We could gloss this differ-

ent as one of “past tense” and “present tense,” but 

this simple reference to grammar breaks down as a 

story gets more complex. If the narrator-character 

were to continue by noting “I had just had the 

wiper blades replaced” in the first case and “I just 

had the wiper blades replaced,” the story would no 

 
 
Figure 1. The same underlying events can be repre-

sented in a straightforward chronological way (above) 

or with different frequency, speed, and order (below). 
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longer be entirely in the simple present or simple 

past. The important difference here, although it is 

reflected in the grammar, is actually a narrative 

one. 

Focalization, briefly, describes the way that the 

information available to the narrator is regulated. If 

the narrative follows a character and tells us only 

what that character knows, it is focalized by that 

character. Whether the character is referred to in 

the main level of the narrative as “I,” in the third 

person (as in a typical Hemingway story), or even 

as “you” (the standard case in interactive fiction) is 

a separate matter. Specifically, that has to do with 

who the narrator and naratee are and if there are 

characters within the story who have this role. 

4 The Architecture of Curveship 

State-of-the-art IF systems (including TADS 3 

and Inform 7) have innovated in many ways, but 

they are similar in offering two main modules, the 

“parser,” which deals with recognizing intended 

actions based on typed user input, and the rest of 

the program, which handles both the simulation of 

the IF world and the narrating of events and 

description of existents in that world. 

Curveship has a parser as well (the Recognizer) 

but, as shown in figure 2, it is further separated 

into modules that deal with different functions the 

interactive fiction system and program have to 

carry out. Significantly, it has separate Simulator 

and Narrator modules. The Simulator is potentially 

independent of the human language of a particular 

interactive fiction, although Curveship has only 

been implemented in English as yet. It updates the 

world models to reflect the new state of the under-

lying simulated world and the new theories that 

characters have about this world. Then, the Narra-

tor module, which is quite specific to a particular 

human language, builds a narrative reply using a 

 
Figure 2. The architecture of Curveship. Each module is responsible for one more or less complex function; for 

instance, the Joker allows for save, restore, restart, and similar manipulation of the game state. The Simulator 

determines what events transpire in the IF world, while the Narrator deals with how to represent those events. 
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world model and a plan for narrating. The Simula-

tor is the only module that updates the world mod-

els. Similarly, the discourse model is written only 

by the Recognizer (which updates this model to 

reflect the user’s contributions to the discourse) 

and the Narrator (which produces the system’s 

contributions to the discourse and updates the 

model to reflect these). 

Curveship’s somewhat unusual name is meant 

to call attention to how the system models the es-

sential qualities of variation — the curve of a story 

through its telling — just as friendship and author-

ship represent the essence of being a friend and 

author.
1
 The word “curveship” was coined by Hart 

Crane (1899-1932) in the last line of his poem “To 

Brooklyn Bridge,” in which he addresses the 

bridge: “And of the curveship lend a myth to God.” 

5 Order and Time of Narrating 

The order of events as narrated does not have to 

correspond to the order of events in a fictional, 

simulated, or historical world. Genette represents 

the order of events in the narrating as a sequqnce, 

of the form “3451267,” but he also notes that 

events can be reordered in many different ways, 

for different purposes and to different effects. For 

instance, in “3451267,” the earliest two events, 

“12,” may have been narrated as what is com-

monly called flashback (which Genette calls an 

analepsis). But perhaps not: perhaps “345,” “12,” 

and “67” all fell into different categories, and the 

narration was done according to these categories 

— using syllepsis, in Genette’s system. Or, per-

haps the events have been jumbled at random to 

confuse the reader about their temporal relation-

ship; this is called achrony. Cue words and tense 

will be used differently in these three cases, so 

“3451267” is not an adequate representation when 

text is to be generated, rather than just analyzed. 

Instead of representing the order of events in the 

narrative as a sequence, Curveship uses an ordered 

tree representation called a reply structure. It de-

scribes not only the sequence of events but also 

which level each event is at and what its relation-

ship is to the level above. To determine the tense, 

the system uses a theory that relates how three 

                                                             
1
 This may seem like an obscure name, but at least it’s better 

than the name the system previously had, during the main 

phase of my research work: “nn.” People often couldn’t even 

identify this as a word, whether it was spoken or written. 

points in time — speech time (S), reference time 

(R), and event time (E) — correspond to a particu-

lar grammatical tense (Reichenbach 1947). Event 

time is supplied by the simulator; the other two 

times are determined based on the plan for narrat-

ing and the reply structure as text generation are 

done. The reply structure representation allows for 

different orderings to be composed, so, for in-

stance, within a flashforward, the events can be 

jumbled achronously, and within each sylleptic 

category the narration can be done in a different 

temporal way. 

6 Focalization 

Curveship implements a system for changing fo-

calization based on Marie Laure-Ryan’s concept of 

a Fictional Actual World which the reader re-

centers upon (Ryan 2001). In the formulation of 

this concept for interactive fiction, it is useful to 

consider an Interactive Fiction Actual World that 

 
 

Figure 3. The reply structures corresponding to three 

different orderings, all of which would look the same 

if a simple sequence were used as a representation. 
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represents what is actual, or real, to the characters 

in the game. Each character, then — each potential 

focalizer — has his or her own world model, a the-

ory of this world which may be mistaken and al-

most certainly is partial. The Narrator, then, never 

even sees the underlying simulation, but instead 

relates events based on the focalizer’s current the-

ory of the world. 

Because the Narrator may tell about things that 

happened before the current state of the world, 

each focalizer maintains not only a current theory 

of the world but also a history of how the world 

appeared in the past. 

7 Text Generation in Curveship 

The Narrator, which does text generation in Curve-

ship, is organized into a standard three-stage pipe-

line. First comes the highest-level operation of 

content selection and ordering, which is done by 

the Reply Planner (essentially a document planner, 

but here part of a discourse is being planned). 

Then, the Microplanner determines the grammati-

cal specifics of the output based on the plan for 

narrating. Finally,  the Realizer accepts the para-

graph proposals from the Microplanner and pro-

duces a string. 

The problem of authoring for generation is a 

difficult one. Interactive fiction authors would like 

to be able to write as they do now, simply associat-

ing strings with objects and events. This represen-

tation is not suitable for the generation task, 

however. Something more general is needed to 

allow narrative variation to be automatically pro-

duced. 

Advanced research and commercial text genera-

tion system use highly abstract representations of 

sentences (different ones for each system) to allow 

text to be flexibly transformed, aggregated, and 

changed in tense, aspect, and person. While the 

power of this approach is unquestionable, taking 

this direction is also unsuitable, because it would 

require a tremendous investment on the part of 

authors, who would spend perhaps a hundred times 

the time and effort to create the same textual out-

put that they could jot off in the typical interactive 

fiction system. It is unlikely that anyone would 

undertake this voluntarily, and, if people did, it 

would almost certainly disrupt the authorship proc-

ess. 

As a compromise, Curvseship uses a string-

with-slots representation that offers significant 

flexibility in generation without the extreme com-

plexity of most sentence representations. It allows 

authors to “cheat” and indicate that something 

should be treated as an entity in the discourse even 

if there is no model of it in the simulation. For in-

stance, the text at the beginning of Adventure can 

be generated from the following strings: 

 
‘S_FC V_stand_PROG at the_end of 

a_road before 

a_small_brick_building’ 

‘a_small_stream V_flow_S out of 

the_building and down a_gully’ 

 

The first slot, S_FC, indicates that the focaliz-

ing character is to be named there (pronominalized 

if appropriate) and will be the subject of the sen-

tence. The next, V_stand_PROG, says that the verb 

“stand” is to appear in the progressive. It is not 

necessary to specify the number; without such a 

specification, the verb will agree in number with 

the subject. The rest of the first string looks ordi-

nary, except that noun phrases have been con-

nected with underscores. This indicates that they 

should be treated as entities in the discourse even 

though they are not simulated: The system will, for 

instance, output “a road” the first time around and, 

since the road is then given in the discourse, it will 

 
Figure 4. The Narrator module uses a standard 

three-stage pipeline for text generation. 
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output “the road” afterwards. Finally, in the second 

string, there is the slot V_flow_S. The subject of 

the sentence is not indicated, but it is not neces-

sary, since the “_S” indicates that the verb “flow” 

should be output in the singular. 

Depending on the plan for narrating and the 

state of the discourse, this can produce: 

You are standing at the end of a road before a 

small brick building. A small stream flows out 

of the building and down a gully. 

As well as: 

You were standing at the end of the road be-

fore the small brick building. The small stream 

flowed out of the building and down the gully. 

Along with more exotic strings that result from 

unusual narrative settings and the use of text fil-

ters. 
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Abstract 

The design and content of the planning library 
of a story generation system dictates the con-
tent quality of the story it produces. This paper 
presents the story planner component of Pic-
ture Books, a system that generates stories for 
children aged 4 to 6 years based on a set of 
picture elements selected by the user. The 
planning library separates the design for the 
story patterns from the design of the semantic 
ontology that supplies the story’s domain 
knowledge. An evaluation of the system 
shows that the coherency and completeness of 
the plot is attributed to the story pattern design 
structure while the appropriateness of the con-
tent is attributed to the semantic ontology. 

1 Introduction 

Several researchers have developed story genera-
tors capable of generating stories that closely 
resemble human-made stories. Some of these 
include TALE-SPIN (Meehan, 1977) that gener-
ates stories through problem solving, MIN-
STREL (Turner, 1992) that uses an episodic 
memory scheme for storing past problem-solving 
cases, and MAKEBELIEVE (Liu and Singh, 
2002) that constructs stories with the use of logi-
cal reasoning. 

Callaway and Lester (2002) observed that 
most story generators (SG), such as TALE-SPIN 
and MAKEBELIEVE, concentrated on the gen-
eration of plots and the characters, with less em-
phasis on linguistic phenomena, resulting in sto-
ries that have good narrative quality but lacking 
in linguistic structures. Their STORYBOOK sys-
tem addresses this by applying full-scale linguis-
tic approaches to the narrative prose generation 
architecture of AUTHOR (Callaway, 2000). 

Loenneker (2005) made a similar observation 
regarding SG whose implicit goal is to generate a 
coherent narrative in a given genre with less em-
phasis on discourse structure, and skipping 

document structuring and microplanning (Reiter 
and Dale, 2000) stages. 

In this paper, we present our story generator, 
Picture Books, which generates stories for chil-
dren aged four to six. Picture Books derives the 
story elements from a given input set of picture 
elements (backgrounds, characters, and objects). 
The genre (fables) and story goal (moral lessons) 
are applied as separate parts of the system’s 
planning library, which contains story planning 
goals to convert abstract story specifications to 
coherent stories suitable for the target age group. 

The rest of this paper is subdivided as fol-
lows. Section 2 presents some background in-
formation on the specifications of a children’s 
story as well as the semantic ontology used by 
the planners of Picture Books. Section 3 dis-
cusses the design of the plan library and the 
planning process involved in story generation, 
followed by the evaluation results on the content 
and grammar of the stories generated by the sys-
tem in Section 4. The paper ends with a summary 
of future work that can be done to improve the 
generated stories.  

2 Storytelling and Picture Books 

The motivation behind Picture Books is two-
fold. First is the realization that stories are com-
binations of various genres to produce a differing 
effect.  The genres can be considered as tem-
plates that dictate the plot of the story.  It is 
therefore possible to create a story by indicating 
the story elements (i.e., characters, events, and 
settings), the genres, and the goal of the story to 
automatically produce a narrative text. The sec-
ond motivation is that stories serve as rich 
sources of information that help develop a 
child’s knowledge.  However, young children 
recognize images of objects easily compared to 
words (Fields et al, 2003), accounting for the 
popularity of picture-based story books that al-
low readers to relate stories by using not only 
words, but pictures depicting the story. 
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2.1 Story Specifications 

Interviews with child educators revealed that 
most of the published storybooks for children 
focus on themes to teach them lessons about 
proper behavior. These themes revolve around 
everyday activities like eating on time and brush-
ing your teeth with lessons on being careful, be-
ing honest, and the value of sharing. Themes also 
dictate the objects that can be used in the story, 
for example, in the eating healthy foods theme, 
possible positive objects supporting good behav-
ior are apples and bananas, while cakes and can-
dies are considered negative objects in cases of 
misbehavior (i.e., unhealthy foods). 

Another common characteristic of children's 
stories is the use of the fable form, wherein the 
story characters are portrayed by animals that 
can capture the imagination and attention of the 
target readers. The animals have simple traits 
that children can relate with, such as loyalty for 
dogs, playfulness for cats, kindness for rabbits, 
and bravery for tigers. They are also given 
names, such as Ellen the elephant, Rizzy the rab-
bit, and Leo the lion, to give the impression that 
the characters are friends that the children are 
getting to know better through reading the story. 

In the linguistic aspect, stories for four year 
olds have simple sentence structures and contain 
line redundancy. This is lessened as the child 
grows older. The words used in the stories are 
not only simple and easy to understand, but also 
vary depending on the child's age in order to in-
troduce new words to his vocabulary. Lessons 
and rules are emphasized by positive praises 
while improper behaviors are emphasized by re-
vealing their consequences. 

Another aspect to consider in storytelling is 
the story’s title. Story titles are short and often 

contain the story’s theme as a hint to what the 
story is about. The main character’s name should 
also be included in the title, such as “Leo the 
Lion Learns to Eat on Time”. 

In general, Machado (2003) showed that sto-
ries follow a common and classic story pattern 
depicted in Figure 0, which flows from negative 
to positive and has the following outline: 

i. The main character wants something. 
ii. The main character is informed of the 

rules and/or restrictions. 
iii. The main character disobeys the rule. 
iv. The main character is either caught or 

experiences natural consequences of dis-
obedience (e.g. a tooth ache from eating 
too much candy). 

v. The main character learns a lesson. 

2.2 Semantic Ontology 

The knowledge resource dictates the amount of 
information that an SG system can output, thus 
highlighting its importance. Picture Books uses 
an ontology to have a flexible knowledge re-
source that provides relevant concepts familiar to 
the target age group as well as applicable to the 
story being planned. Its design was adapted from 
ConceptNet (Liu and Singh, 2004a), a semantic 
resource with structure closely resembling that of 
WordNet (2006). 

The nodes used by ConceptNet are of three 
general classes representing noun phrases, attrib-
utes, and activity phrases. A semantic relation-
ship connects two concepts while a semantic 
category classifies them. The semantic relation-
ships are binary relation types defined by Open 
Mind Commonsense project (Liu and Singh, 
2004b). Table 1 lists some of these relationships 
defined in Picture Books following the form <re-
lationship>(<concept1>, <concept2>). 

Quick, satisfying 
conclusion 

Introduction of setting and characters 

Introduction of problem or dilemma 

Rising action and plot development 

Insightful answer or solution 

Climactic scene 

Beginning 

Ending 

Figure 0. Common and Classic Story Pattern Form (Machado, 2003) 
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Semantic 
Category 

Semantic Relationships 

Things IsA(headache, pain) - corresponds loosely 
to hypernym in WordNet  
PropertyOf(apple, healthy) 
PartOf(window, pane) – corresponds 
loosely to holonym in WordNet 
MadeOf(toy car, clay) 

Events FirstSubeventOf(tell bedtime story, 
sleep) 
EventForGoalEvent(go to grocery store, 
buy food) 
EventForGoalState(clean up, be neat)  
EventRequiresObject(play, toy) 

Actions EffectOf(become dirty, itchy) 
EffectOfIsState(make friends, friendship) 
CapableOf(toy car, play) 

Table 1. ConceptNet semantic relationships (Liu and 
Singh, 2004b) with sample concepts of Picture Books 

3 Planning the Story 

Picture Books has three major components – a 
picture editor, a story planner, and a sentence 
planner. The Picture Editor is provided for users 
to specify the background or setting of the story 
(kitchen), and to select and “stick” into the back-
ground the set of characters (little sheep and 
mama sheep) and objects (cake, bread). An ex-
ample picture is shown in Figure 2. 

The first child character placed in the picture 
will be the protagonist of the story, while the first 
adult sticker placed in the picture will be the par-
ent of the protagonist. If there is no adult charac-
ter, the protagonist's biological parent will be 
chosen as the adult character needed in the story. 
The first object sticker placed in the picture will 
assume the %object% variable used in planning 
the story - especially in ontology accesses. The 
rest are discarded. 

All elements in the picture, namely the back-
ground, the characters and the objects (including 
sequence of placement), and the name and age of 
the user, are stored in an input content represen-
tation (ICR) and passed on to the story planner. 

The Story Planner takes in the abstract ICR 
then performs three planning steps – i) theme 
planning to select an appropriate theme for the 
story, ii) plot planning to instantiate the story 
plots depicting the theme, and iii) presentation 
planning to handle the planning of the story’s 
title, introduction and appropriate ending. A 
Story Organizer arranges these resulting story 
events as it is supposed to be presented to the 
user in an abstract story tree. 

The Sentence Planner then converts the ab-
stract story tree representation to sentence speci-
fications by performing referring expression 
generation, lexicalization, and phrase specifica-
tion mapping. The Surface Realizer uses the sim-
plenlg realiser (Venour and Reiter, 2008) to con-
vert the sentence specifications to actual sen-
tences that comprise the story. 
 

 
Figure 2. Sample Picture with Stickers 

3.1 Plan Library 

The plan library contains the set of instruc-
tions and information on creating the plot of a 
story, and has three parts: (1) the story elements 
containing information regarding the characters, 
objects and settings of a story; (2) a set of story 
patterns to direct the story goal towards attain-
ment of the moral lesson; and (3) a semantic on-
tology containing concepts applicable to the tar-
get domain, in this case, fables. 

Picture Books uses a set of predefined 
characters, objects and backgrounds, as inputs. 
These story elements are used to determine the 
actors, the setting and the theme of a story. 
Information on characters, such as the parents, is 
useful for identifying other characters in the 
story. The background serves as the main setting 
of the story, and combined with the selected 
objects, is used to determine the theme. Given a 
bedroom background, the set of available themes 
include being brave, being neat, being careful, 
being honest, and sleeping early. Objects that are 
available for this background include an alarm 
clock, a lamp, a pillow, and toys. 

The story pattern is used to direct the goal of 
the story and is composed of the theme, story 
plot, author goal and character goal. Each com-
ponent is designed to subsume the next (i.e., 
theme subsumes story plot, and story plot sub-
sumes author goal) to support different granular-
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ity of story details and to lessen the redundancy 
as common story details are subsumed by a 
higher-level component. 

A theme dictates the plot of a story and is 
composed of four story plots (see Figure 3) 
namely, the problem, rising action, solution and 
climax which, according to Machado (2003), are 
the four fundamental stages of the main plot of 
any story. In the theme take_bath, these four 
plots would contain the following:  

Problem:          Defy by not doing the rule  
Rising Action:  Experience consequence 
Solution:          Do the lesson 
Climax:            Learn the benefit 

 
Figure 3. Theme Structure 

 
The theme is executed through the story plot. 

A story plot represents the major events in the 
theme and contains at least two author goals 
(shown in Figure  4) that represent the scenes 
comprising the event. 

 
Figure 4. Story Plot Structure 

 

 
Figure 5. Author Goal Structure 

 
An author goal (Figure 5) is composed of a 

goal of the scene and the corresponding conse-
quence of the goal to ensure consistency in the 
scene. Each goal and consequence component of 

an author goal is in turn filled up by at least one 
character goal.A character goal (Figure 6) rep-
resents the unit of action a character or two char-
acters do in order to depict the goal/consequence 
of the scene. This design of the character goal is 
based from the action operators of Uijlings 
(2006) and can be directly converted to simple 
declarative sentences. 

A character goal has five fields – the action, 
the agens or doer of the action, the patiens or 
receiver of the action, the target, and the instru-
ment. One character goal generates one sentence 
in the story with the agens as the subject, the ac-
tion as the verb, the patiens as the character or 
object that undergoes the action verb, the target 
as the location or object of the action verb, and 
the instrument as the object used to perform the 
verb. This design allows all fields to be empty 
except for action and agens. 

 

 
Figure 6. Character Goal Data Structure 

 
The character goal is generic so that it only 

contains default values for action, agens and pa-
tiens. During instantiation of a character goal for 
a particular scene, attribute values are passed to 
the character goal at the author goal level. For 
example, given the generic character goal adult 
tells main character (CGL01) has the following 
default attributes: 

action: tell 
agens: adult 
patiens: main character 

When a scene requires the adult to inform the 
main character of the lesson, the target attribute 
would then be assigned with the lesson value to 
denote that the adult is talking to the main char-
acter about the lesson. The invocation of the 
character goal in the author goal level would be: 

CGL01(target:lesson) 
This customizes the character goal to “adult tells 
the lesson to the main character” to fit the scene. 

Parameters for character goal attributes in-
clude not only the story variables (i.e. object, 
lesson, background), but invocations to inner 
character goals and ontology accesses as well. 
An inner character goal is a character goal as-
signed as an attribute of an outer character goal. 
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It represents a clause in a sentence and is usually 
assigned as a value of the target attribute in the 
outer character goal, for example: 

CGL03(target:CGL05(target:lesson)) 
Picture Books would interpret the inner char-

acter goal “main character is not doing the les-
son (CGL05)” first before appending it to the 
outer character goal “secondary character told 
the adult character (CGL03)”, resulting in the 
following sentence specification: 

secondary character tells an adult that the 
main character is not doing the lesson 

The instrument attribute in a character goal 
may have the following value which would 
trigger an ontology search for a concept: 

onto<semantic_category>(%object%) 
The <semantic category> constrains the 

search coverage to concepts that are directly 
connected to the given input concept (%ob-
ject%). For example, ontoSpatial(play) triggers a 
search for all concepts connected to play within 
the spatial semantic category (e.g., “locationOf” 
and “oftenNear” semantic relationships).  

Character goals can also be created dynami-
cally during runtime and are used to increase the 
length and the variation of the generated story. 
Dynamic character goals necessitate the search 
for relationship paths in the ontology. Two input 
concepts, the source and destination concepts, 
and the semantic category that constrains the 
search coverage, are needed when searching for 
relationship paths. 

Consider the following attribute value of a 
character goal: 

 ontoEvent(break object, punishment) 
This denotes that a search for a series of seman-
tic relationships within the Event semantic cate-
gory must be performed to relate break object to 
punishment. The resulting path is shown in 
Figure  7. 

 

 
Figure 7. Sample Ontology Path Search Result 

 
Each relationship in the resulting path, ex-

cluding isA (hypernym) and conceptuallyRelat-
edTo relationships, is mapped to a dynamic char-

acter goal. For example, in the first lastSubeven-
tOf relationship in Figure 7, the second concept 
(“get punished”) is assigned to the action attrib-
ute of the dynamic character goal, resulting in 
the abstract output sentence specifications “Main 
character gets punished” and “Main character is 
not allowed to play today”. 

3.2 Planning Process 

The Theme Planner selects a theme by matching 
the input objects against the applicable objects of 
the candidate themes for a specified background. 
When the theme with the highest score has been 
determined, the Plot Planner instantiates the 
story plots of the chosen theme, beginning with 
the problem, followed by the rising action, then 
the solution and finally the climax. Given the 
theme eat_on_time with the following corre-
sponding story plots: 

eat_on_time(defy_break_rule, experience_ 
consequence, inform_lesson, realize _benefit) 1 

the first (problem) story plot, defy_break_rule, 
suggests that the main character will disobey an 
adult character’s rule/instruction. Executing this 
plot entails executing the author goals within it. 

defy_break_rule(inform_character_rule,         
ignore _rule) 

Then the first author goal, inform_character 
_rule, suggesting that the adult character informs 
the main character of the rule first, is executed: 

inform_character_rule(adult_talk_character, 
character_not_want) 

Finally, the character goals in the author goal, 
adult_talk_character and character_not_want, 
are executed. Notice that it is only in the 
character goal level that instantiation of 
characters and objects are made. 
adult_talk_character(“tell”, “Mommy Audrey”, 

“Simon”, “eat on time”, null) 2 
character_not_want(“not want”, “Simon”, null, 

“eat on time”, null) 
These phrase specifications of character goals 

will be forwarded later to the surface realizer for 
translation to simple sentences to generate the 
text “Mommy Audrey told Simon to eat on time.” 
and “Simon did not want to eat on time.”, 
respectively.  

                                                
1 Theme format:  

Theme(problem, rising action, solution, climax) 
2 Character Goal format:  

CG(action, agens, patiens, target, instrument) 
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The planning process continues by 
backtracking to the first story plot and iterating 
until it exhausts all the theme’s story plots. A 
depth-first tree traversal algorithm is employed 
to recursively traverse the theme tree. An excerpt 
from the theme eat_on_time, starting from the 
story plot defy_break_rule, and its tree traversal, 
is shown in Figure  8. 

 
Figure 8. Tree Traversal for the Problem “Defy 
Break Rule” of the “Eat_On_Time” Theme 

3.3 Planning for Linguistic Variation 

Sentences generated by Picture Books vary in 
length and word complexity according to the 
user’s age. The variation in length is handled by 
specificity character goals (SCG) that are ap-
pended as supporting details to their respective 
character goals. SCGs are designed so that their 
existence will give more detail to the preceding 
character goal while ensuring consistency, and 
that their non-existence will still make the story 
complete. SCG is not executed when the user is 
four years old, one SCG is executed when the 
user is five years old, and all of SCGs are exe-
cuted when the user is six years old. 

 
Age Story Excerpt 
Four Ellen was scared. She was sad. 

Teacher Sara saw that Ellen was crying. 
Teacher Sara told Ellen to be brave. 

Five Ellen was scared. She was lonely. 
Teacher Sara saw that Ellen was crying. 
Teacher Sara asked Ellen if everything 
was okay. She told her to be brave. 

Six Ellen was scared. She was upset.  
Teacher Sara saw that she was crying. 
Teacher Sara asked Ellen if everything 
was okay. Ellen told teacher Sara that she 
was scared.  
Teacher Sara told Ellen to be brave. 

Table 2. Excerpts of Stories with Linguistic Variation  
 

Word complexity is addressed by storing dif-
ferent synonymous lexical items in the lexicon. 
The appropriateness of the lexical items to the 

target age group was verified by child educators. 
Table 2 contains excerpts from Picture Books’ 
stories for various ages, with boldfaced italics 
showing lexical variation, while underlined sen-
tences are the executed SCGs. Additional sen-
tences and lexical items can be generated by en-
coding more SCGs into the plan library and the 
ontology, respectively. 

4 Results and Analysis 

The knowledge base of Picture Books currently 
contains 9 backgrounds, 11 themes, 40 charac-
ters, 37 objects, 77 author goals, and 61 character 
goals. The lexicon has been populated with 419 
words appropriate for the target age group, while 
the ontology has 240 concepts and 369 semantic 
relationships. 15 exemplary stories generated by 
the system, consisting of five themes that vary 
per age (4, 5, and 6), were selected. Two child 
educators and a linguist manually validated the 
appropriateness of the content and the linguistic 
correctness of the 15 stories, respectively. 

Each story was rated per criterion from 1 to 4, 
with 4 being the highest. A rate of 4 means that 
the criterion is completely present in the story, 3 
means that the criterion is present but incom-
plete, 2 means the criterion is partially present, 
and 1 means the criterion is not present. 

4.1 Evaluating the Story Content 

The evaluation on the story patterns’ role in en-
suring that the story goal is met is shown in Ta-
ble 3, while the evaluation of the semantic ontol-
ogy’s role in supplying domain knowledge to the 
story is shown in Table 4. 

The evaluators gave the stories high ratings in 
terms of plot completeness, validating that the 
stories have all the essential story elements 
(problem, rising action, the solution and the 
climax to the problem) as well as the introduc-
tion of the time and setting of the story. This was 
attributed to the plan library structure consisting 
of themes, plots, author goals, and character 
goals. Because of this coherency in the plot, the 
understandability criterion received a high 
average score of 3.47. 

Criteria Average 
Story is understandable 3.47 
The settings of the story were de-
scribed 

3.86 

The characters in the story were 
described 

3.67 

Objects are present in the story 4.00 
General Average 3.75 

Table 3. Evaluation on the Story Patterns 
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Criteria Average 
Sentences are coherent 2.67 
The story has transition 3.47 
The actions of the characters make 
sense 

3.93 

Story is appropriate to target age 3.80 
Objects in the story were described 2.80 
General Average 3.33 

Table 4. Evaluation of the Semantic Ontology 
 

Evaluations on the effectiveness of the 
semantic ontology, on the other hand, produced 
varying scores. The coherency of the sentences 
received a low average score of 2.67, because as 
seen in the excerpt below, a sentence (such as the 
underlined text) depicting that Ellen the elephant 
did something to show she is trying to be brave 
was missing in the generated story. 

She wanted to be brave. Ellen was brave. She 
wanted to play with others. She bravely intro-
duced herself. Ellen made friends. 

Since the ontology did not contain any other 
information of what to do in order to be brave, 
the story content planner did not place any detail 
describing the action of the main character 
depicting her attempt to be brave. This can be 
remedied by adding more semantic relationships 
(that can be converted to sentences) between 
concepts. 

The excerpt from the generated story “Rizzy 
the Rabbit Learns to be Honest” below also 
affected the coherency criterion when the second 
character, Denise the dog, suddenly appeared in 
the middle of the story when she could have been 
introduced with the first character, Rizzy the 
rabbit, at the start of the story. 

The evening was warm. Rizzy the rabbit was 
in the dining room. She played near a lamp. 
Rizzy broke the lamp. She was scared. Mommy 
Francine saw that the lamp was broken. Rizzy 
told Mommy Francine that Denise broke the 
lamp. 

The criterion regarding story transition 
pertains to the ease of transition of events that 
can be attributed to the path of relationships 
retrieved from the semantic ontology, which 
more often than not, introduce event transitions 
including character actions.  

The criterion on appropriateness of the story 
content to the target age received a high average 
score of 3.80 mainly because the semantic 
ontology has been populated with concepts 
specifically for the target age group. 

While the presence of objects in the stories 
received a high score of 4.00 (see Table 3), the 
description of objects received a low score of 
2.80 (see Table 4), because although objects are 
present in the stories, as in “She played near a 
lamp.”, they were not described, i.e., “breakable 
lamp”. This was remedied by adding object 
descriptions in the ontology. However, the 
selection of which description to be used was 
currently not dictated by the story theme, nor 
was the description subsequently used to direct 
the sequences of events in the rest of the story. 

4.2 Evaluating the Linguistic Aspect 

Table 5 summarizes the evaluation on the gram-
matical aspect of the generated stories. Since 
mostly simple sentences are generated, they are 
grammatically correct and coherent.  

 
CRITERIA AVG 

Sentences are grammatically correct 3.20 
Sentences are coherent 3.60 
Pronouns are used correctly 3.45 
Articles are used correctly 3.20 
The story has transition 3.00 
General Average 3.29 
Table 5. Evaluation on Grammar Correctness 
 

Most of the generated stories contain correct 
usage of pronouns, except for sentences such as 
“Teacher Sara told Ellen that Ellen should be 
brave”, where the second reference to “Ellen” 
should be replaced with the pronoun “she”. The 
evaluators, however, noted the lack of possessive 
pronouns in the text below (the underlined words 
are the identified missing pronouns). 

Porky wanted to play. He played with his toys. 
His toys were scattered. 

There are also occurrences of missing articles, 
as shown in the excerpt below (the underlined 
words are the missing articles). 

He played near a glass of water.  Simon broke 
the glass of water. He was scared. Daddy Gary 
saw that the glass of water was broken. 

The generated stories received an average 
score of 3.0 for the transition criterion due to 
missing transitional devices, as shown in the ex-
cerpt below (the underlined words are the miss-
ing transitional devices). 

He apologized to her. Mommy Patricia then 
helped Porky to clean up. Soon he found the lost 
toys. 
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5 Conclusion and Recommendations  

The design of Picture Books’ plan library, com-
bined with planning operators in the form of 
story plots and character goals, demonstrated that 
grammatically correct and coherent stories for 
children aged 4 to 6 can be generated from a 
given set of predefined pictures, provided that 
the appropriate domain knowledge is present. 
The semantic ontology whose design was 
adapted from ConceptNet provided the domain 
knowledge that supplies factual information to 
the story.  The theme structure and its compo-
nents model the way humans perform storytel-
ling and also ensured that the generated stories 
will contain the four basic elements of problem, 
rising action, solution, and climax. The separa-
tion of the plan library which dictates the story 
patterns from the semantic ontology gives flexi-
bility to Picture Books such that it could easily 
be adapted to generate other story domain. 

Currently, Picture Books generates stories 
with simple declarative sentences. A future im-
provement of the system is to extend the design 
of the character goal to generate stories with dia-
logues. Although common animals that young 
children can relate with have been used as the 
main characters of the story, their traits, such as 
loyalty, bravery, and kindness, have not been 
considered in determining the flow of the story. 
A similar claim can be made for describing the 
objects used in the story, such that a story pro-
moting the value of “being thrifty” can use the 
“expensive lamp” as an object, while the value of 
“being careful” can use the “breakable lamp” 
instead. These are aspects of storytelling that can 
be investigated in a future work. 

From a linguistic perspective, the current im-
plementation of Picture Books can generate pro-
nouns and articles, as well as a transitional de-
vice at the last sentence in the story. However, 
possessive pronouns, the consistent use of arti-
cles, and the generation of appropriate transi-
tional devices in several parts of the story should 
be further explored. The design of the character 
goals can be extended by adding an attribute in-
dicating a connection or the passage of time be-
tween sentences. Rhetorical Structure Theory 
(Mann and Thompson, 1988) can also be applied 
to author goals and character goals for an effec-
tive discourse structure that would provide a 
smoother story flow.  
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Abstract

Cell phone text messaging users express them-
selves briefly and colloquially using a variety
of creative forms. We analyze a sample of cre-
ative, non-standard text message word forms
to determine frequent word formation pro-
cesses in texting language. Drawing on these
observations, we construct an unsupervised
noisy-channel model for text message normal-
ization. On a test set of303 text message
forms that differ from their standard form, our
model achieves59% accuracy, which is on par
with the best supervised results reported on
this dataset.

1 Text Messaging

Cell phone text messages—or SMS—contain many
shortened and non-standard forms due to a variety
of factors, particularly the desire for rapid text entry
(Grinter and Eldridge, 2001; Thurlow, 2003).1 Fur-
thermore, text messages are written in an informal
register; non-standard forms are used to reflect this,
and even for personal style (Thurlow, 2003). These
factors result in tremendous linguistic creativity, and
hence many novel lexical items, in the language of
text messaging, ortexting language.

Normalization of non-standard forms—
converting non-standard forms to their standard
forms—is a challenge that must be tackled before
other types of natural language processing can
take place (Sproat et al., 2001). In the case of
text messages, text-to-speech synthesis may be

1The number of characters in a text message may also be
limited to160 characters, although this is not always the case.

particularly useful for the visually impaired; au-
tomatic translation has also been considered (e.g.,
Aw et al., 2006). For texting language, given the
abundance of creative forms, and the wide-ranging
possibilities for creating new forms, normalization
is a particularly important problem, and has indeed
received some attention in computational linguistics
(e.g., Aw et al., 2006; Choudhury et al., 2007;
Kobus et al., 2008).

In this paper we propose an unsupervised noisy
channel method for texting language normalization,
that gives performance on par with that of a super-
vised system. We pursue unsupervised approaches
to this problem, as large collections of text mes-
sages, and their corresponding standard forms, are
not readily available.2 Furthermore, other forms of
computer-mediated communication, such as Inter-
net messaging, exhibit creative phenomena similar
to text messaging, although at a lower frequency
(Ling and Baron, 2007). Moreover, technological
changes, such as new input devices, are likely to
have an impact on the language of such media (Thur-
low, 2003).3 An unsupervised approach, drawing
on linguistic properties of creative word formations,
has the potential to be adapted for normalization of
text in other similar genres—such as Internet dis-
cussion forums—without the cost of developing a
large training corpus. Moreover, normalization may
be particularly important for such genres, given the

2One notable exception is Fairon and Paumier (2006), al-
though this resource is in French. The resource used in our
study, Choudhury et al. (2007), is quite small in comparison.

3The rise of other technology, such as word prediction, could
reduce the use of abbreviations, although it’s not clear such
technology is widely used (Grinter and Eldridge, 2001).
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Formation type Freq. Example
Stylistic variation 152 betta (better)
Subseq. abbrev. 111 dng (doing)
Prefix clipping 24 hol (holiday)
Syll. letter/digit 19 neway (anyway)
G-clipping 14 talkin (talking)
Phonetic abbrev. 12 cuz (because)
H-clipping 10 ello (hello)
Spelling error 5 darliog (darling)
Suffix clipping 4 morrow (tomorrow)
Punctuation 3 b/day (birthday)
Unclear 34 mobs (mobile)
Error 12 gal (*girl)
Total 400

Table 1: Frequency of texting forms in the development
set by formation type.

need for applications such as translation and ques-
tion answering.

We observe that many creative texting forms are
the result of a small number of specific word for-
mation processes. Rather than using a generic er-
ror model to capture all of them, we propose a mix-
ture model in which each word formation process is
modeled explicitly according to linguistic observa-
tions specific to that formation.

2 Analysis of Texting Forms

To better understand the creative processes present
in texting language, we categorize the word forma-
tion process of each texting form in our development
data, which consists of400 texting forms paired with
their standard forms.4 Several iterations of catego-
rization were done in order to determine sensible
categories, and ensure categories were used consis-
tently. Since this data is only to be used to guide
the construction of our system, and not for formal
evaluation, only one judge (a native English speak-
ing author of this paper) categorized the expressions.
The findings are presented in Table 1.

Stylistic variations, by far the most frequent cat-
egory, exhibit non-standard spelling, such as repre-

4Most texting forms have a unique standard form; however,
some have multiple standard forms, e.g.,will andwell can both
be shortened towl. In such cases we choose the category of the
most frequent standard form; in the case of frequency ties we
choose arbitrarily among the categories of the standard forms.

senting sounds phonetically. Subsequence abbrevi-
ations, also very frequent, are composed of a sub-
sequence of the graphemes in a standard form, of-
ten omitting vowels. These two formation types ac-
count for approximately66% of our development
data; the remaining formation types are much less
frequent. Prefix clippings and suffix clippings con-
sist of a prefix or suffix, respectively, of a standard
form, and in some cases a diminutive ending; we
also consider clippings which omit just ag or h from
a standard form as they are rather frequent.5 A sin-
gle letter or digit can be used to represent a syllable;
we refer to these as syllabic (syll.) letter/digit. Pho-
netic abbreviations are variants of clippings and sub-
sequence abbreviations where some sounds in the
standard form are represented phonetically. Several
texting forms appear to be spelling errors; we took
the layout of letters on cell phone keypads into ac-
count when making this judgement. The items that
did not fit within the above texting form categories
were marked as unclear. Finally, for some expres-
sions the given standard form did not appear to be
appropriate. For example,girl is not the standard
form for the texting formgal; rather,gal is an En-
glish word that is a colloquial form ofgirl. Such
cases were marked as errors.

No texting forms in our development data corre-
spond to multiple standard form words, e.g.,wanna
for want to.6 Since such forms are not present in our
development data, we assume that a texting form al-
ways corresponds to a single standard form word.

It is important to note that some text forms have
properties of multiple categories, e.g.,bak (back)
could be considered a stylistic variation or a subse-
quence abbreviation. In such cases, we simply at-
tempt to assign the most appropriate category.

The design of our model for text message normal-
ization, presented below, uses properties of the ob-
served formation processes.

3 An Unsupervised Noisy Channel Model
for Text Message Normalization

Let S be a sentence consisting ofstandard forms
s1s2...sn; in this study the standard forms are reg-

5Thurlow (2003) also observes an abundance of g-clippings.
6A small number of similar forms, however, appear with a

single standard form word, and are therefore marked as errors.
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ular English words. LetT be a sequence oftexting
forms t1t2...tn, which are the texting language real-
ization of the standard forms, and may differ from
the standard forms. Given a sequence of texting
formsT , the challenge is then to determine the cor-
responding standard formsS.

Following Choudhury et al. (2007)—and vari-
ous approaches to spelling error correction, such
as, e.g., Mays et al. (1991)—we model text mes-
sage normalization using a noisy channel. We
want to find argmaxSP (S|T ). We apply Bayes
rule and ignore the constant termP (T ), giving
argmaxSP (T |S)P (S). Making the independence
assumption that eachti depends only onsi, and not
on the context in which it occurs, as in Choudhury
et al., we expressP (T |S) as a product of probabili-
ties: argmaxS (

∏
i P (ti|si))P (S).

We note in Section 2 that many texting forms are
created through a small number of specific word for-
mation processes. Rather than model each of these
processes at once using a generic model forP (ti|si),
as in Choudhury et al., we instead create several such
models, each corresponding to one of the observed
common word formation processes. We therefore
rewrite P (ti|si) as

∑
wf P (ti|si,wf )P (wf) where

wf is a word formation process, e.g., subsequence
abbreviation. Since, like Choudhury et al., we focus
on the word model, we simplify our model as below.

argmaxsi

∑

wf

P (ti|si,wf )P (wf )P (si)

We next explain the components of the model,
P (ti|si,wf ), P (wf ), andP (si), referred to as the
word model, word formation prior, and language
model, respectively.

3.1 Word Models

We now consider which of the word formation pro-
cesses discussed in Section 2 should be captured
with a word modelP (ti|si,wf ). We model stylis-
tic variations and subsequence abbreviations simply
due to their frequency. We also choose to model
prefix clippings since this word formation process is
common outside of text messaging (Kreidler, 1979;
Algeo, 1991) and fairly frequent in our data. Al-
though g-clippings and h-clippings are moderately
frequent, we do not model them, as these very spe-
cific word formations are also (non-prototypical)

graphemes w i th ou t
phonemes w I T au t

Table 2: Grapheme–phoneme alignment forwithout.

subsequence abbreviations. We do not model syl-
labic letters and digits, or punctuation, explicitly; in-
stead, we simply substitute digits with a graphemic
representation (e.g.,4 is replaced byfor), and re-
move punctuation, before applying the model. The
other less frequent formations—phonetic abbrevia-
tions, spelling errors, and suffix clippings—are not
modeled; we hypothesize that the similarity of these
formation processes to those we do model will allow
the system to perform reasonably well on them.

3.1.1 Stylistic Variations

We propose a probabilistic version of edit-
distance—referred to here as edit-probability—
inspired by Brill and Moore (2000) to model
P (ti|si, stylistic variation). To compute edit-
probability, we consider the probability of each edit
operation—substitution, insertion, and deletion—
instead of its cost, as in edit-distance. We then sim-
ply multiply the probabilities of edits as opposed to
summing their costs.

In this version of edit-probability, we allow two-
character edits. Ideally, we would compute the edit-
probability of two strings as the sum of the edit-
probability of each partitioning of those strings into
one or two character segments. However, following
Brill and Moore, we approximate this by the prob-
ability of the partition with maximum probability.
This allows us to compute edit-probability using a
simple adaptation of edit-distance, in which we con-
sider edit operations spanning two characters at each
cell in the chart maintained by the algorithm.

We then estimate two probabilities:P (gt|gs, pos)
is the probability of texting form graphemegt given
standard form graphemegs at positionpos , where
pos is the beginning, middle, or end of the word;
P (ht|ps, hs, pos) is the probability of texting form
graphemesht given the standard form phonemesps

and graphemeshs at positionpos . ht, ps, andhs can
be a single grapheme or phoneme, or a bigram.

We compute edit-probability between the
graphemes ofsi and ti. When filling each cell
in the chart, we consider edit operations between
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segments ofsi andti of length0–2, referred to asa
andb, respectively. Ifa aligns with phonemes insi,
we also consider those phonemes,p. In our lexicon,
the graphemes and phonemes of each word are
aligned according to the method of Jiampojamarn
et al. (2007). For example, the alignment for
without is given in Table 2. The probability of
each edit operation is then determined by three
properties—the length ofa, whethera aligns with
any phonemes insi, and if so,p—as shown below:

|a|= 0 or 1, not aligned w/si phonemes:P (b|a, pos)
|a|= 2, not aligned w/si phonemes:0
|a|= 1 or 2, aligned w/si phonemes:P (b|p, a, pos)

3.1.2 Subsequence Abbreviations

We model subsequence abbreviations according
to the equation below:

P (ti|si, subseq abrv) =

{
c if ti is a subseq ofsi

0 otherwise

wherec is a constant.
Note that this is similar to the error model for

spelling correction presented by Mays et al. (1991),
in which all words (in our terms, allsi) within
a specified edit-distance of the out-of-vocabulary
word (ti in our model) are given equal probability.
The key difference is that in our formulation, we
only consider standard forms for which the texting
form is potentially a subsequence abbreviation.

In combination with the language model,
P (ti|si, subseq abbrev) assigns a non-zero prob-
ability to each standard formsi for which ti is
a subsequence, according to the likelihood ofsi

(under the language model). The models interact
in this way since we expect a standard form to be
recognizable relative to the other words for whichti
could be a subsequence abbreviation

3.1.3 Prefix Clippings

We model prefix clippings similarly to subse-
quence abbreviations.

P (ti|si, prefix clipping) =





c if ti is possible

pre. clip. ofsi

0 otherwise

Kreidler (1979) observes that clippings tend to be
mono-syllabic and end in a consonant. Further-

more, when they do end in a vowel, it is often
of a regular form, such astelly for television and
breaky for breakfast. We therefore only consider
P (ti|si, prefix clipping) if ti is a prefix clipping ac-
cording to the following heuristics:ti is mono-
syllabic after stripping any word-final vowels, and
subsequently removing duplicated word-final con-
sonants (e.g,telly becomestel, which is a candidate
prefix clipping). Ifti is not a prefix clipping accord-
ing to these criteria,P (ti|si) simply sums over all
models except prefix clipping.

3.2 Word Formation Prior

Keeping with our goal of an unsupervised method,
we estimateP (wf ) with a uniform distribution. We
also consider estimatingP (wf ) using maximum
likelihood estimates (MLEs) from our observations
in Section 2. This gives a model that is not fully
unsupervised, since it relies on labelled training
data. However, we consider this a lightly-supervised
method, since it only requires an estimate of the fre-
quency of the relevant word formation types, and not
labelled texting form–standard form pairs.

3.3 Language Model

Choudhury et al. (2007) find that using a bigram lan-
guage model estimated over a balanced corpus of
English had a negative effect on their results com-
pared with a unigram language model, which they
attribute to the unique characteristics of text messag-
ing that were not reflected in the corpus. We there-
fore use a unigram language model forP (si), which
also enables comparison with their results. Never-
theless, alternative language models, such as higher
order ngram models, could easily be used in place of
our unigram language model.

4 Materials and Methods

4.1 Datasets

We use the data provided by Choudhury et al. (2007)
which consists of texting forms—extracted from a
collection of 900 text messages—and their manu-
ally determined standard forms. Our development
data—used for model development and discussed in
Section 2—consists of the400 texting form types
that are not in Choudhury et al.’s held-out test set,
and that are not the same as one of their standard
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forms. The test data consists of1213 texting forms
and their corresponding standard forms. A subset of
303 of these texting forms differ from their standard
form.7 This subset is the focus of this study, but we
also report results on the full dataset.

4.2 Lexicon

We construct a lexicon of potential standard forms
such that it contains most words that we expect to
encounter in text messages, yet is not so large as
to make it difficult to identify the correct standard
form. Our subjective analysis of the standard forms
in the development data is that they are frequent,
non-specialized, words. To reflect this observation,
we create a lexicon consisting of all single-word en-
tries containing only alphabetic characters found in
both the CELEX Lexical Database (Baayen et al.,
1995) and the CMU Pronouncing Dictionary.8 We
remove all words of length one (excepta and I) to
avoid choosing, e.g., the letterr as the standard form
for the texting formr. We further limit the lexicon
to words in the20K most frequent alphabetic uni-
grams, ignoring case, in the Web 1T 5-gram Corpus
(Brants and Franz, 2006). The resulting lexicon con-
tains approximately 14K words, and excludes only
three of the standard forms—cannot, email, andon-
line—for the400 development texting forms.

4.3 Model Parameter Estimation

MLEs for P (gt|gs, pos)—needed to estimate
P (ti|si, stylistic variation)—could be estimated
from texting form–standard form pairs. However,
since our system is unsupervised, no such data is
available. We therefore assume that many texting
forms, and other similar creative shortenings, occur
on the web. We develop a number of character
substitution rules, e.g.,s⇒ z, and use them to create
hypothetical texting forms from standard words.
We then compute MLEs forP (gt|gs, pos) using the
frequencies of these derived forms on the web.

7Choudhury et al. report that this dataset contains1228 tex-
ting forms. We found it to contain1213 texting forms cor-
responding to1228 standard forms (recall that a texting form
may have multiple standard forms). There were similar incon-
sistencies with the subset of texting forms that differ fromtheir
standard forms. Nevertheless, we do not expect these small dif-
ferences to have an appreciable effect on the results.

8http://www.speech.cs.cmu.edu/cgi-bin/
cmudict

We create the substitution rules by examining ex-
amples in the development data, considering fast
speech variants and dialectal differences (e.g., voic-
ing), and drawing on our intuition. The derived
forms are produced by applying the substitution
rules to the words in our lexicon. To avoid con-
sidering forms that are themselves words, we elimi-
nate any form found in a list of approximately480K
words taken from SOWPODS9 and the Moby Word
Lists.10 Finally, we obtain the frequency of the de-
rived forms from the Web 1T 5-gram Corpus.

To estimate P (ht|ps, hs, pos), we first esti-
mate two simpler distributions:P (ht|hs, pos) and
P (ht|ps, pos). P (ht|hs, pos) is estimated in the
same manner asP (gt|gs, pos), except that two char-
acter substitutions are allowed.P (ht|ps, pos) is es-
timated from the frequency ofps, and its align-
ment with ht, in a version of CELEX in which
the graphemic and phonemic representation of each
word is many–many aligned using the method of
Jiampojamarn et al. (2007).11 P (ht|ps, hs, pos)
is then an evenly-weighted linear combination of
P (ht|hs, pos) and P (ht|ps, pos). Finally, we
smooth each ofP (gt|gs, pos) andP (ht|ps, hs, pos)
using add-alpha smoothing.

We set the constantc in our word models for
subsequence abbreviations and prefix clippings such
that

∑
si

P (ti|si,wf )P (si) = 1. We similarly nor-
malizeP (ti|si, stylistic variation)P (si).

We use the frequency of unigrams (ignoring case)
in the Web 1T 5-gram Corpus to estimate our lan-
guage model. We expect the language of text mes-
saging to be more similar to that found on the web
than that in a balanced corpus of English.

4.4 Evaluation Metrics

To evaluate our system, we consider three accuracy
metrics: in-top-1, in-top-10, and in-top-20.12 In-
top-n considers the system correct if a correct stan-
dard form is in then most probable standard forms.
The in-top-1 accuracy shows how well the system
determines the correct standard form; the in-top-10

9http://en.wikipedia.org/wiki/SOWPODS
10http://icon.shef.ac.uk/Moby/
11We are very grateful to Sittichai Jiampojamarn for provid-

ing this alignment.
12These are the same metrics used by Choudhury et al.

(2007), although we refer to them by different names.
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Model % accuracy
Top-1 Top-10 Top-20

Uniform 59.4 83.8 87.8
MLE 55.4 84.2 86.5
Choudhury et al. 59.9 84.3 88.7

Table 3: % in-top-1, in-top-10, and in-top-20 accuracy
on test data using both estimates forP (wf ). The results
reported by Choudhury et al. (2007) are also shown.

and in-top-20 accuracies may be indicative of the
usefulness of the output of our system in other tasks
which could exploit a ranked list of standard forms,
such as machine translation.

5 Results and Discussion

In Table 3 we report the results of our system using
both the uniform estimate and the MLE ofP (wf ).
Note that there is no meaningful random baseline
to compare against here; randomly ordering the
14K words in our lexicon gives very low accuracy.
The results using the uniform estimate ofP (wf )—
a fully unsupervised system—are very similar to
the supervised results of Choudhury et al. (2007).
Surprisingly, when we estimateP (wf ) using MLEs
from the development data—resulting in a lightly-
supervised system—the results are slightly worse
than when using the uniform estimate of this proba-
bility. Moreover, we observe the same trend on de-
velopment data where we expect to have an accurate
estimate ofP (wf ) (results not shown). We hypothe-
size that the ambiguity of the categories of text forms
(see Section 2) results in poor MLEs forP (wf ),
thus making a uniform distribution, and hence fully-
unsupervised approach, more appropriate.

Results by Formation Type We now consider in-
top-1 accuracy for each word formation type, in Ta-
ble 4. We show results for the same word forma-
tion processes as in Table 1, except for h-clippings
and punctuation, as no words of these categories are
present in the test data. We present results using the
same experimental setup as before with a uniform
estimate ofP (wf ) (All), and using just the model
corresponding to the word formation process (Spe-
cific), where applicable.13

13In this case our model then becomes, for each word forma-
tion processwf , argmaxsi

P (ti|si,wf )P (si).

Formation type Freq. % in-top-1 acc.
n = 303 Specific All

Stylistic variation 121 62.8 67.8
Subseq. abbrev. 65 56.9 46.2
Prefix clipping 25 44.0 20.0
G-clipping 56 - 91.1
Syll. letter/digit 16 - 50.0
Unclear 12 - 0.0
Spelling error 5 - 80.0
Suffix clipping 1 - 0.0
Phonetic abbrev. 1 - 0.0
Error 1 - 0.0

Table 4: Frequency (Freq.), and % in-top-1 accuracy us-
ing the formation-specific model where applicable (Spe-
cific) and all models (All) with a uniform estimate for
P (wf ), presented by formation type.

We first examine the top panel of Table 3 where
we compare the performance on each word forma-
tion type for both experimental conditions (Specific
and All). We first note that the performance using
the formation-specific model on subsequence abbre-
viations and prefix clippings is better than that of
the overall model. This is unsurprising since we ex-
pect that when we know a texting form’s formation
process, and invoke a corresponding specific model,
our system should outperform a model designed to
handle a range of formation types. However, this is
not the case for stylistic variations; here the over-
all model performs better than the specific model.
We observed in Section 2 that some texting forms
do not fit neatly into our categorization scheme; in-
deed, many stylistic variations are also analyzable
as subsequence abbreviations. Therefore, the subse-
quence abbreviation model may benefit normaliza-
tion of stylistic variations. This model, used in iso-
lation on stylistic variations, gives an in-top-1 accu-
racy of33.1%, indicating that this may be the case.

Comparing the performance of the individual
word models on only word types that they were de-
signed for (column Specific in Table 4), we see that
the prefix clipping model is by far the lowest, in-
dicating that in the future we should consider ways
of improving this word model. One possibility is
to incorporate phonemic knowledge. For example,
bothfriday andfriend have the same probability un-
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derP (ti|si, prefix clipping) for the texting formfri,
which has the standard formfriday in our data. (The
language model, however, does distinguish between
these forms.) However, if we consider the phonemic
representations of these words,friday might emerge
as more likely. Syllable structure information may
also be useful, as we hypothesize that clippings will
tend to be formed by truncating a word at a syllable
boundary. We may similarly be able to improve our
estimate ofP (ti|si, subseq. abrrev.). For example,
both text andtaxation have the same probability un-
der this distribution, but intuitivelytext, the correct
standard form in our data, seems more likely. We
could incorporate knowledge about the likelihood of
omitting specific characters, as in Choudhury et al.
(2007), to improve this estimate.

We now examine the lower panel of Table 4, in
which we consider the performance of the overall
model on the word formation types that are not ex-
plicitly modeled. The very high accuracy on g-
clippings indicates that since these forms are also a
type of subsequence abbreviation, we do not need to
construct a separate model for them. We in fact also
conducted experiments in which g-clippings and h-
clippings were modeled explicitly, but found these
extra models to have little effect on the results.

Recall from Section 3.1 our hypothesis that suf-
fix clippings, spelling errors, and phonetic abbrevia-
tions have common properties with formation types
that we do model, and therefore the system will per-
form reasonably well on them. Here we find pre-
liminary evidence to support this hypothesis as the
accuracy on these three word formation types (com-
bined) is57.1%. However, we must interpret this
result cautiously as it only considers seven expres-
sions. On the syllabic letter and digit texting forms
the accuracy is50.0%, indicating that our heuris-
tic to replace digits in texting forms with an ortho-
graphic representation is reasonable.

The performance on types of expressions that
we did not consider when designing the system—
unclear and error—is very poor. However, this has
little impact on the overall performance as these ex-
pressions are rather infrequent.

Results by Model We now consider in-top-1 ac-
curacy using each model on the303 test expres-
sions; results are shown in Table 5. No model on its

Model % in-top-1 accuracy
Stylistic variation 51.8
Subseq. Abbrev. 44.2
Prefix clipping 10.6

Table 5: % in-top-1 accuracy on the303 test expressions
using each model individually.

own gives results comparable to those of the over-
all model (59.4%, see Table 3). This indicates that
the overall model successfully combines informa-
tion from the specific word formation models.

Each model used on its own gives an accuracy
greater than the proportion of expressions of the
word formation type for which the model was de-
signed (compare accuracies in Table 5 to the num-
ber of expressions of the corresponding word forma-
tion type in the test data in Table 4). As we note in
Section 2, the distinctions between the word forma-
tion types are not sharp; these results show that the
shared properties of word formation types enable a
model for a specific formation type to infer the stan-
dard form of texting forms of other formation types.

All Unseen Data Until now we have discussed re-
sults on our test data of303 texting forms which dif-
fer from their standard forms. We now consider the
performance of our system on all1213 unseen tex-
ting forms,910 of which are identical to their stan-
dard form. Since our model was not designed with
such expressions in mind, we slightly adapt it for
this new task; ifti is in our lexicon, we return that
form assi, otherwise we apply our model as usual,
using the uniform estimate ofP (wf ). This gives
an in-top-1 accuracy of88.2%, which is very sim-
ilar to the results of Choudhury et al. (2007) on this
data of89.1%. Note, however, that Choudhury et al.
only report results on this dataset using a uniform
language model;14 since we use a unigram language
model, it is difficult to draw firm conclusions about
the performance of our system relative to theirs.

6 Related Work

Aw et al. (2006) model text message normaliza-
tion as translation from the texting language into the

14Choudhury et al. do use a unigram language model for their
experiments on the303 texting forms which differ from their
standard forms (see Section 3.3).
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standard language. Kobus et al. (2008) incorporate
ideas from both machine translation and automatic
speech recognition for text message normalization.
However, both of these approaches are supervised,
and have only limited means for normalizing texting
forms that do not occur in the training data.

Our work, like that of Choudhury et al. (2007),
can be viewed as a noisy-channel model for spelling
error correction (e.g., Mays et al., 1991; Brill and
Moore, 2000), in which texting forms are seen as
a kind of spelling error. Furthermore, like our ap-
proach to text message normalization, approaches to
spelling correction have incorporated phonemic in-
formation (Toutanova and Moore, 2002).

The word model of the supervised approach of
Choudhury et al. consists of hidden Markov models,
which capture properties of texting language similar
to those of our stylistic variation model. We pro-
pose multiple word models—corresponding to fre-
quent texting language formation processes—and an
unsupervised method for parameter estimation.

7 Conclusions

We analyze a sample of texting forms to determine
frequent word formation processes in creative tex-
ting language. Drawing on these observations, we
construct an unsupervised noisy-channel model for
text message normalization. On an unseen test set
of 303 texting forms that differ from their standard
form, our model achieves59% accuracy, which is on
par with that obtained by the supervised approach of
Choudhury et al. (2007) on the same data.

More research is required to determine the impact
of our normalization method on the performance of
a system that further processes the resulting text. In
the future, we intend to improve our word models by
incorporating additional linguistic knowledge, such
as information about syllable structure. Since con-
text likely plays a role in human interpretation of
texting forms, we also intend to examine the perfor-
mance of higher order ngram language models.

Acknowledgements

This work is financially supported by the Natu-
ral Sciences and Engineering Research Council of
Canada, the University of Toronto, and the Dictio-
nary Society of North America.

References

John Algeo, editor. 1991.Fifty Years Among the New
Words. Cambridge University Press, Cambridge.

AiTi Aw, Min Zhang, Juan Xiao, and Jian Su. 2006. A
phrase-based statistical model for SMS text normaliza-
tion. In Proc. of the COLING/ACL 2006 Main Confer-
ence Poster Sessions, pages 33–40. Sydney.

R.H. Baayen, R. Piepenbrock, and L. Gulikers. 1995. The
CELEX Lexical Database (release 2). Linguistic Data
Consortium, University of Pennsylvania.

Thorsten Brants and Alex Franz. 2006. Web 1T 5-gram
Corpus version 1.1.

Eric Brill and Robert C. Moore. 2000. An improved error
model for noisy channel spelling correction. InPro-
ceedings of ACL 2000, pages 286–293. Hong Kong.

Monojit Choudhury, Rahul Saraf, Vijit Jain, Animesh
Mukherjee, Sudeshna Sarkar, and Anupam Basu.
2007. Investigation and modeling of the structure of
texting language.International Journal of Document
Analysis and Recognition, 10(3/4):157–174.
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Abstract 

This paper investigates a little-studied class of 
adjectives that we refer to as ‘complex adjec-
tives’, i.e., operationally, adjectives consti-
tuted of at least two word tokens separated by 
a hyphen. We study the properties of these ad-
jectives using two very large text collections: 
a portion of Wikipedia and a Web corpus. We 
consider three corpus-based measures of mor-
phological productivity, and we investigate 
how productivity rankings based on them cor-
relate with each other under different condi-
tions, thus providing different angles both on 
the morphological productivity of complex 
adjectives, and on the productivity measures 
themselves. 

1 Introduction 

Adjectives as a syntactic category have received 
relatively scarce attention in theoretical and com-
putational linguistics, at least when compared to 
noun and verbs. Within the class of adjectives 
there is a particular group that has not received 
much specific attention. These are the adjectives 
that can be operationally defined by the fact that in 
the orthography they are constituted by at least two 
tokens separated by a hyphen. Examples include: 
left-wing politician, best-selling book, part-time 
job, large-scale experiment. In this paper we will 
focus the analysis on 2-item adjectives; however 
the class includes several examples with more than 
two items: day-to-day, tongue-in-cheek, up-and-
coming, state-of-the-art, pay-as-you-go, all-you-
can-eat, etc.  

We refer to these adjectives as ‘complex adjec-
tives’. They allow several mechanisms for the 
generation of new linguistic expressions which are 

spread along a continuum that goes from full 
productivity to lexicalized forms. Treating 
complex adjective formation as a morphological 
process allows us to characterize them in the light 
of the notion of morphological productivity. 

Morphological productivity falls within the 
domain of how the broad notion of creativity is 
realized in language, by providing mechanisms for 
generating new words that are unintentional, 
unlimited and regular (Evert and Lüdeling 2001). 

Previous work has typically considered complex 
adjectives only in the context of tokenization and 
generally low-level text processing, without 
specific focus on the class per se. Moilanen and 
Pulman (2008) identify polarity markers in certain 
complex adjectives for the purpose for assigning 
sentiment polarities to unknown words (well-built 
is positive, rat-infested is negative). 

Highly productive classes like complex 
adjectives are problematic for computational 
lexicons in that they bring about a large number of 
unknown words. A typology of complex adjectives 
is important to support computational lexicons and 
the NLP applications based on them, for example 
by listing out the patterns (as defined in section 3) 
that complex adjectives are based on.  

2 Data  

The analysis presented here is based on two large 
text collections. The first is a portion of Wikipedia, 
consisting of about 250 million tokens. The second 
collection is a Web corpus specifically built for 
NLP applications targeted at adjectives, consisting 
of about 290 million tokens (after some reasonable 
clean-up process). The list of all adjectives in 
WordNet1 was used as a seed list. Each seed adjec-
tive was sent as a query to the Yahoo search engine 

                                                           
1 http://wordnet.princeton.edu. 
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BOSS API2. For all the 1000 (the maximum al-
lowed by the API) returned web results, each URL 
was used to fetch the corresponding web page, and 
the full text of the web page was processed for ad-
dition to the corpus. Both corpora were POS-
tagged using the Stanford POS tagger3 (reported 
accuracy is about 97%). Using such tagger that 
was trained on the Penn Treebank makes it easy to 
identify complex adjectives, since the Penn Tree-
bank tagging guidelines explicitly prescribe that 
hyphenated compounds used as modifiers should 
be tagged as adjectives (JJ). 

The two corpora give a slightly different view 
on the linguistic behavior of adjectives. The 
Wikipedia corpus is intended to provide a picture 
of adjective distribution in a large and relatively 
homogenous collection of current English text. The 
Web corpus is intended to bias the collection in the 
direction of making sure that at least for the 
WordNet seed adjectives a large number of in-
stances are present even for adjectives that would 
have otherwise a very low frequency in a properly 
balanced corpus. 

Throughout the paper we will use the Wikipedia 
corpus as the main data collection for the 
presentation of the analysis, and we will use the 
Web corpus as a validation set, to assess the 
stability and reliability of the results obtained on 
the Wikipedia corpus. 

3 Theoretical background 

We partition the orthographically defined class of 
complex adjectives in morphological categories 
defined by a variable part and a base generator. For 
example ‘X-free’ is a morphological category that 
specifies that the base generator -free can be com-
bined with other words to form complex adjectives 
such as risk-free, toll-free, gluten-free, etc. The 
two corpora are used to analyze and quantify how 
different degrees of linguistic creativity are exhib-
ited by different classes of complex adjectives. We 
will show that this yields a ranking of complex 
adjective types along a continuum going from high 
productivity to lexicalized forms. Specifically, we 
characterize the linguistic creativity of complex 
adjectives through three distinct and complemen-
tary measures of morphological productivity, fol-
lowing Baayen (1993, 2006) and his notation: 
                                                           
2 http://developer.yahoo.com/search/boss. 
3 http://nlp.stanford.edu/software/tagger.shtml. 

realized productivity, expanding productivity, and 
potential productivity. Now, Evert and Lüdeling 
(2001) show that, in the general case, automatic 
pre-processing of text corpora with current mor-
phological analyzers yields results that are too 
noisy for Baayen’s measure of productivity to be 
reliable. The fact that complex adjectives are 
orthographically defined by the presence of the 
hyphen and the components are easy to separate 
eliminates some of those text-processing problems. 
By choice, we take at face value the morphological 
parse provided by the hyphen, and therefore we do 
not run into situations where the phonotactics ob-
scures the morphological analysis (e.g., lady vs. 
ladies), affix ordering (undoable), accidental string 
identity (restaurant does not instantiate the prefix 
re-), and words generated by creative rather then 
morphological productive processes (youtube). 
Relying on the orthographical hyphen eases the 
problems of automatic morphological pre-
processing and makes this a particularly good do-
main for using Baayen’s measures.  

Realized productivity is defined as V=V(C,N), 
the number of word types (as opposed to word to-
kens) of morphological category C in a corpus of 
N tokens. The intuition behind this measure is that 
it expresses the sheer size of a morphological cate-
gory within a particular corpus. 

Expanding productivity is defined as P* = 
V(1,C,N)/V(1,N), where V(1,C,N) is the number 
of words of category C that occur only once in a 
corpus of N tokens, and V(1,N) is the number of 
words of any category that occur only once in a 
corpus of N tokens. This measure expresses the 
contribution of the morphological category C to 
the growth rate of the total vocabulary. The under-
lying intuition is that a morphologically productive 
category contributes to the growth rate of the vo-
cabulary of a language, and vocabulary growth rate 
can be estimated by the number of hapax legomena 
(words with frequency 1) in a sufficiently large 
corpus. Hapax legomena in turn are taken to be 
good estimators of novel linguistic forms. 

Potential productivity is defined as P = 
V(1,C,N)/N(C), where N(C) is the total number of 
tokens in the corpus for a given category C. This 
measure expresses the growth rate of the vocabu-
lary of the category C itself. In other words, it ex-
presses the ease with which a category can be 
applied to new words. 
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These three measures are complementary, in that 
they capture different aspects of morphological 
productivity that can possibly be at odds with each 
other (Baayen 2006). 

4 Analysis 

At the highest level the two POS-tagged corpora 
allow us to compare the distribution of complex 
adjectives with respect to other major syntactic 
categories. In the context of morphological produc-
tivity, the vocabulary of a morphological process is 
the number of types that the process can potentially 
generate. If we understand complex adjective for-
mation as a morphological process, we can obtain 
their general vocabulary growth curve by plotting 
the number of types against the number of tokens 
in a corpus. Figure 1 shows vocabulary growth 
curves for nouns, verbs, adjectives and their hy-
phenated counterparts for the Wikipedia corpus. 
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Figure 1. Wikipedia vocabulary growth. 
 

Complex adjectives exhibit a surprisingly high 
growth rate, which at 250M tokens still doesn’t 
tend to converge. The number of types correspond-
ing to the final corpus size can be interpreted as an 
estimate of the realized productivity of complex 
adjectives as a whole class. 

We focus the analysis on two-item adjectives, 
i.e., those of the form ‘A-B’ such as cat-like. 

We describe first the data collection process. We 
process each POS-tagged corpus from beginning to 
end, and for each complex adjective (defined by 
the tag JJ and the presence of a hyphen), we gener-
ate all the possible categories by replacing in turn 
each item with a variable. So cat-like yields the 
two possible categories ‘cat-X’ and ‘X-like’; day-
to-day yields ‘X-to-day’, ‘day-X-day’, ‘day-to-X’ 

and the special case ‘X-to-X’, where the two side 
items are identical. Then for each category we 
count the number of types in that category and the 
number of tokens for each type, including hapax 
legomena. So the category ‘X-like’ includes the 
types dog-like, cat-like, mouse-like, etc., and each 
type is instantiated by a certain number of tokens 
(including types instantiated by exactly 1 token). In 
this way we obtain the basic counts that are needed 
to compute the three measures of productivity in-
troduced above. Once these measures are obtained, 
all morphological categories (such as ‘X-like’) can 
be sorted into three productivity rankings corre-
sponding to the three measures. 

Of the three measures, realized and expanding 
productivity are by design directly dependent on 
corpus size, whereas potential productivity is de-
pendent on the relative ratio of morphological 
categories but not directly on corpus size. This en-
tails that, especially for the first two measures, 
productivity rankings obtained on a corpus of a 
particular size are not necessarily significant, in 
that productivity rankings obtained on corpora of 
different sizes could be different.  

Realized and expanding productivity are af-
fected in different ways by corpus size. Everything 
else being equal, realized productivity estimates 
will be more reliable with larger corpora. Expand-
ing productivity is based on the assumption that 
hapax legomena (i.e., rare words with the lowest 
frequency in a corpus) are good estimators of mor-
phological productivity. Rare words include vari-
ous subtypes: misspellings, proper names, foreign 
words, words from different registers or genres 
than those represented in the corpus, new words 
generated by non-regular creative processes, and 
new words generated by morphologically produc-
tive processes. In a ‘small’ corpus, hapax le-
gomena will include many words that do not fall in 
any of categories above, but just happen to be rela-
tively uncommon words. As corpus size increases, 
uncommon words have a chance to occur more 
often, and the proportion of true morphological 
neologisms among hapaxes increases.  

Given the dependency on corpus size, the ques-
tion arises of how reliable productivity rankings 
are that haven been obtained for a specific corpus. 
In order to assess rankings reliability, we divided 
both the Wikipedia and Web corpus into 20 chunks 
of the same size, and then we added them up one 
after the other, essentially obtaining 20 corpora of 
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increasing size for each of the two original text 
collections. Finally for each intermediate corpus 
we recomputed the productivity measures and 
rankings based on them. At this point we can 
measure the stability of the final productivity rank-
ing for a given corpus by comparing it with each of 
the intermediate rankings using Spearman’s rank 
correlation coefficient.  
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Figure 2. Expanding productivity stability, Wikipedia 
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Figure 3. Realized productivity stability, Wikipedia 
 
Plotting corpus size against Spearman’s ρ coef-

ficient reveals that rankings for realized and ex-
panding productivity in both the Wikipedia corpus 
and the Web corpus are very stable. For example, 
for expanding productivity in the Wikipedia corpus 
the ranking of the top 20 complex adjectives does 
not change any more after the first 5M corpus 
chunk. Figures 2 and 3 show how Spearman’s co-
efficient between the full Wikipedia corpus and 
each of the 19 sub-corpora varies as a function of 
corpus size for the top 25, 50 and 100 adjectives. 
Curves for the Web corpus are similar. 

As corpus size continues to increase, a larger 
and larger portion of the rankings stabilizes, sug-
gesting that realized and expanding productivity 
capture substantial properties of the language of 
which the Wikipedia corpus and the Web corpus 
are respectively representative. 

The dependency of productivity rankings on a 
specific corpus is a reminder that another impor-
tant factor that has been observed to affect linguis-
tic creativity as expressed by morphological 
productivity is register and genre variation. In this 
context we are using two corpora that are represen-
tative of different types of language, and could 
therefore have substantially different rankings. 
However, it turns out that Spearman’s rank correla-
tion between the full size of the Wikipedia and 
Web corpus for both realized and expanding pro-
ductivity rankings is quite strong (see Table 1). 
 

Rankings Realized Expanding 
Top 5 1 0.9 
Top 10 0.91515 0.94545 
Top 20 0.85939 0.70601 
Top 25 0.80346 0.665 
Top 50 0.64998 0.58909 
Top 100 0.64309 0.62732 

Table 1: Spearman’s correlation between productivity 
rankings for Wikipedia and Web corpus 

 
The high Spearman’s correlation values confirm 

the stability of reliability of realized and expanding 
productivity rankings across different corpora.  

The next question is to what extent productivity 
rankings based on different measures correlate 
with each other. We consider first the relationship 
between realized and expanding productivity. The 
two notions focus by design on different aspects of 
morphological productivity: realized productivity 
is oriented towards the ‘present’: a morphological 
process may be common to many existing word 
types, but might have no ability to be applied to 
generate new words. Baayen (1993) also refers to 
it as ‘extent of use’. Expanding productivity is in-
tended to assess the rate at which a morphological 
process is expanding in the language. A morpho-
logical process may be able to spread quickly in 
terms of its ability to generate new words, and yet 
not be very common in the general language.  

In order to quantify the degree of agreement be-
tween realized and expanding productivity for 
complex adjectives we computed Spearman’s rank 
correlation coefficient between pairs of productiv-
ity rankings (for the top 100 adjectives) at each of 
the intermediate corpus sizes described above, for 
both the Wikipedia and Web corpus. 

Figure 4 shows that for complex adjectives in 
the Wikipedia corpus (the graph is similar for the 
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Web corpus) the correlation between realized and 
expanding productivity is very strong, the value of 
ρ being constantly around 0.9 from the very begin-
ning, therefore independently of corpus size. We 
can interpret this fact as suggesting that the class of 
complex adjectives is overall a dynamic class, in 
the sense that its members, even the most estab-
lished (i.e., those with high realized productivity), 
continue to expand in the language and to allow 
speakers to easily create new words. Table 2 shows 
the top 20 complex adjectives for both realized and 
expanding productivity. 
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Figure 4: Productivity Rankings Correlation for the 
Wikipedia corpus, top 100 complex adjectives. 

 
Figure 4 also shows that Spearman’s correlation 

of both realized and expanding productivity with 
respect to potential productivity is significantly 
weaker. It is important to note that in the case of 
potential productivity we arbitrarily chose to re-
quire that the total number of tokens in the corpus 
for a given morphological category (the denomina-
tor of the potential productivity formula) be at least 
100. We will show later that choosing a high value, 
(such as 100) for this factor indeed increases the 
strength of the correlation between potential pro-
ductivity and the other two types. With low values 
the correlation coefficient is closer or equal to –1. 

We are now going to discuss how rankings for 
potential productivity (and, consequently, their 
degree of correlation with realized and expanding 
productivity) vary with the choice of the minimum 
threshold for the denominator value of the formula 
P = V(1,C,N)/N(C). 

In general the situation for potential productivity 
is quite a different. On one hand it doesn’t depend 
directly on corpus size like the other two measures. 
On the other hand, its definition as the ratio of ha-
pax legomena of a morphological category with 

respect to all tokens of that category makes it sus-
ceptible to frequency effects. If a corpus is too 
small or a morphological category is fairly rare this 
measure will overestimate the productivity of low 
frequency items. In the extreme case, a morpho-
logical category instantiated by exactly one type 
that occurs exactly once in the corpus will get a 
potential productivity value of 1, the highest possi-
ble.    

Wikipedia productivity rankings 
Realized Expanding 

1.non-X 2.53E-05 1.non-X 0.014388 
2.X-based 1.63E-05 2.X-based 0.009694 
3.X-like 1.49E-05 3.X-like 0.00943 
4.anti-X 9.59E-06 4.anti-X 0.005875 
5.pre-X 8.00E-06 5.pre-X 0.005001 
6.X-style 6.58E-06 6.X-style 0.004809 
7.X-related 6.38E-06 7.X-related 0.004395 
8.X-type 5.36E-06 8.X-type 0.004386 
9.post-X 5.35E-06 9.post-X 0.003443 
10.self-X 4.23E-06 10.then-X 0.002381 
11.semi-X 3.78E-06 11.semi-X 0.00224 
12.multi-X 3.73E-06 12.self-X 0.002197 
13.re-X 3.64E-06 13.ex-X 0.002116 
14.then-X 3.42E-06 14.X-oriented 0.002082 
15.pro-X 3.41E-06 15.re-X 0.002078 
16.X-oriented 3.22E-06 16.pro-X 0.002022 
17.ex-X 2.97E-06 17.un-X 0.001937 
18.single-X 2.95E-06 18.multi-X 0.001852 
19.two-X 2.90E-06 19.X-only 0.001813 
20.high-X 2.78E-06 20.half-X 0.001604 

Table 2: Wikipedia rankings for  
realized and expanding productivity. 

 
The notion of potential productivity is often 

used, especially in Baayen’s work, in a deductive 
setting: typically a relatively small number of deri-
vational morphemes is selected, and an in-depth 
analysis is carried out, for example assessing intui-
tive productivity rankings against those obtained 
from corpus statistics. The goal is often to achieve 
high explanatory depth, integrating for example 
mental processing and socio-linguistic factors. In 
this context the target morphemes are typically 
fairly common in the language, and a sufficiently 
large corpus will provide a sufficiently large sam-
ple of each morphological category so that the fre-
quency effects mentioned above are negligible.  

On the other hand, the setting of the work pre-
sented in this paper is inductive in nature, in that, 
by capitalizing on the easy identification of com-
plex adjectives thanks to the orthography, we aim 
at an exploratory characterization of a large class 
of morphological categories. 
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In practice, in the large-scale scale setting of the 
present work, frequency effects have a significant 
consequence on how potential productivity values 
are computed, and on the rankings that derive from 
them. For the Wikipedia corpus 49.36% (40223 
out of 81481) of the complex adjective morpho-
logical categories have only 1 type with 1 token. 
For example the category ‘X-distracted’ (based on 
a past participle like the much more common cate-
gory ‘X-controlled’, which has types such as com-
puter-controlled, electronically-controlled, etc.) 
has only the type easily-distracted, which occurs 
only once in the corpus. By blindly applying the 
formula V(1,C,N)/N(C), we would conclude that 
complex adjectives that occur only once have the 
highest potential productivity (1/1=1), which runs 
counter to intuition.  

One option here would be to try to extrapolate 
the value of the potential productivity measure 
with respect to larger corpus sizes, using statistical 
models (LNRE models, for ‘Large Number of Rare 
Events’ models) that are appropriate for the Zip-
fian properties of word frequency distributions, as 
done in Baayen (2001). However, Evert and 
Lüdeling (2001) provide a detailed analysis of the 
specific problems encountered in automatic pre-
processing of large amounts of textual data, and 
conclude that in the general case automatic tools 
deliver results that are too noisy to yield reliable 
extrapolations of potential productivity measures.  

For this reason we choose instead to focus on 
the two existing corpora and explore how potential 
productivity measures vary when constraints are 
imposed on the minimum number of tokens that 
instantiate the morphological category whose po-
tential productivity we want to measure. 

We compute potential productivity measures for 
the full Wikipedia corpus by setting a minimum 
threshold for the number of tokens that instantiate 
morphological categories, starting from 0 (no con-
straint) and proceeding in increments of 5 up to 
100. For each threshold level we derive productiv-
ity rankings.  

We consider first a variant on the notion of sta-
bility of the productivity ranking by computing 
Spearman’s rank correlation between the ranking 
obtained when setting the minimum threshold 
value to 100 and each of the rankings obtained at 
the 5-increment interval, shown in Figure 5. 

Figure 5 visualizes how frequency effects im-
pact the stability of potential productivity rankings. 

When the minimum threshold is very low (0 or the 
first few increments above 0), productivity rank-
ings are extremely unstable, to the point that the 
correlation is negative with respect to the final 
ranking based on the highest threshold value (100). 
This is due to the fact that at low thresholds many 
categories have productivity 1, since all the types 
for those categories are instantiated by exactly 1 
token. Because no attempt is made to add a second 
sort order (which could be for example the number 
of types) to the productivity value, the top portion 
of the ranking is basically random, since there can 
be hundreds of categories with productivity 1. 
However, as the constraint on the minimum 
threshold becomes increasingly stronger, rankings 
tend to stabilize. For the last few thresholds values 
the rankings at the highest positions are very simi-
lar. For the threshold value 100 the ranking is 
shown in Table 3. 
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Figure 5: Potential productivity stability as a function of 

threshold level, on the Wikipedia corpus. 
 

A simple visual comparison between Table 3 
and Table 2 shows that complex adjectives with 
the highest potential productivity are very different 
from those with the highest realized and expanding 
productivity. 

The main qualitative impression is that adjec-
tives with high potential productivity seem to ex-
emplify patterns that are grammatically and 
compositionally very transparent. There are many 
categories based on adverbs (‘partially-X’) and 
past participles (‘X-obsessed’). These patterns 
could indeed be written out as two separate words 
(with a space instead of the hyphen) forming a syn-
tactic adjective phrase. On the other hand, adjec-
tives with high realized and expanding productivity 
seem to exemplify patterns that tend towards lexi-
calization. Patterns like ‘anti-X’, ‘pre-X’, ‘post-X’, 
‘re-X’, ‘semi-X’, ‘multi-X’ could be indeed written 
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out as a single word that is syntactically an adjec-
tive4. In other words, we could suggest that poten-
tial productivity might correlate with the early 
stages of a lexicalization process, and realized and 
expanding productivity might correlate with the 
more advanced ones. In this paper we will not 
elaborate this suggestion any further, and leave it 
for future work. 

 
Wikipedia potential productivity rankings 

1.X-ish 0.735849 11.X-wearing 0.47619 
2.almost-X 0.649123 12.X-penned 0.451327 
3.easily-X 0.613208 13.un-X 0.451001 
4.already-X 0.581522 14.X-centric 0.443662 
5.X-obsessed 0.529412 15.nearly-X 0.442308 
6.partially-X 0.526786 16.X-kilometer 0.441176 
7.X-focused 0.508197 17.X-associated 0.437229 
8.X-less 0.48913 18.X-capable 0.434066 
9.X-inspired 0.48537 19.previously-X 0.427907 
10.micro-X 0.481081 20.mini-X 0.42449 
Table 3: Potential productivity rankings for the Wikipe-

dia corpus, based the threshold value 100. 
 
We consider now another angle of the relation-

ship between potential productivity on one hand 
and realized and expanding productivity on the 
other. Using the same rankings obtained by vary-
ing minimum threshold for the number of tokens 
that instantiate morphological categories, we calcu-
late the Spearman’s rank correlation of each poten-
tial productivity ranking at every increment 
interval with respect to correspondent rankings for 
realized and expanding productivity on the full 
Wikipedia corpus. 

Figure 6 shows that no matter how we set the 
minimum threshold level, rankings for potential 
productivity appear to be significantly different 
with respect to the rankings for realized and ex-
panding productivity, and at least for the size of the 
Wikipedia corpus the correlation remains strongly 
negative.  

A slight upward trend is detectable though, and 
this corresponds to the fact that setting the mini-
mum threshold value to 100 increases somewhat 
the strength of the correlation between potential 
productivity and the other two types as corpus size 
increases (as we discussed in regard to Figure 4). 

                                                           
4 The occurrence of single orthographic word variant can be 
construed as a signal of lexicalization for complex adjectives, 
but not in the general case, as demonstrated by the the ortho-
graphic integrity of words within idioms. 

Indeed, the values of ρ at the rightmost edge of the 
respective curves in Figures 4 and 6 are the same, 
since they corresponds to the rank correlation 
among productivity rankings for the full Wikipedia 
corpus with minimum threshold value set to 100. 
We can interpret this slight upward trend as a con-
sequence of the mitigation of frequency effects 
(which typically affect potential productivity rank-
ings, as discussed above) brought about by the 
raising of the minimum threshold level. 
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Figure 6. Potential productivity rankings correlation as a 

function of minimum threshold level in Wikipedia 
 

This behavior highlights the fact that, compared 
to the other two measures, potential productivity 
focuses by design on a significantly different facet 
of the notion of morphological productivity. Poten-
tial productivity attempts to capture in a simple 
formula the ability of a morphological category to 
continue to enable speakers to generate new words. 
It is intended to characterize a morphological cate-
gory in terms of the number of potential words that 
can still be created in that category. Thus it could 
be the case that a morphological category is well 
established in the language (realized productivity) 
and is expanding (expanding productivity), but 
does not have much potential for further expansion 
(potential productivity).  

In order to explore these scenarios, we compare 
the three measures for the specific morphological 
pattern ‘non-X’, which has both the highest real-
ized and expanding productivity for all the 19 in-
termediate corpus slices, and for the full corpus 
size (both for the Wikipedia corpus and for the 
Web corpus). On the Wikipedia full corpus this 
category yields 6444 distinct types for a total of 
47489 tokens (including 4496 hapax legomena), 
ranging from very frequent types such as non-
profit (2268 tokens), non-existent (619 tokens), 
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non-standard (501 tokens) to hapax legomena such 
as non-ratified (1 token), non-amphibious (1 to-
ken), etc. Specifically, the fact that ‘non-X’ has the 
highest expanding productivity means that it has 
more hapax legomena than any other morphologi-
cal pattern. This notwithstanding, the fact that its 
different types yield a very large number of tokens 
results in a very low potential productivity value of 
‘non-X’ (on the full corpus). Setting the minimum 
threshold value at 50, the average potential produc-
tivity rank for ‘non-X’ steadily gets worse as cor-
pus size increases from rank 24 for the first 
intermediate corpus to rank 2404 for the full size 
corpus, in stark contrast to the rank position 1 it 
has for realized and expanding productivity (we 
use ranks since absolute productivity values for 
different measures cannot be compared to each 
other). 

On the other hand, the pattern ‘X-ish’ which has 
the highest potential productivity when the mini-
mum threshold is set to 100 exhibits radically dif-
ferent behavior. On the Wikipedia corpus this 
category yields 99 distinct types for a total of only 
112 tokens, but including 87 hapax legomena. The 
most productive types are cartoon-ish and blue-ish 
(with 3 tokens each) and 40-ish, blues-ish, vanity-
ish, place-ish, bully-ish, punk-ish, tree-ish, white-
ish, noir-ish (with 2 tokens each). All other types 
have 1 token each. The high proportion of hapax 
legomena pushes ‘X-ish’ at the very top of the po-
tential productivity ranking. As is expected, the 
realized and expanding productivity ranks are 
much lower. However, they do increase steadily 
from rank 5204 and 3990 respectively for the first 
intermediate corpus to rank 403 and 242 for the 
full size corpus. We can interpret this trend as a 
consequence of the fact that for the category ‘X-
ish’ almost every new token is also both a new 
type and a new hapax legomena. The effect of this 
is that it slows down the rate of decrease of the 
realized and expanding productivity measures 
(which always decrease inversely to corpus size), 
thus lifting the rank of ‘X-ish’ above that of com-
petitors as corpus size increases.  

Note that from a linguistic point of view, the 
hyphen in potential productivity patterns seems to 
signal the awareness of the writer/speaker regard-
ing the ‘novelty’ of the complex adjective, along a 
continuum from compounding (‘almost-X’, ‘X-
capable’) to more established derivational mor-
phemes (‘X-ish’, ‘un-X’). 

5 Conclusions and future work. 

A general trend has consistently emerged 
throughout the analysis, as illustrated by the oppo-
site properties of the categories ‘non-X’ and ‘X-
ish’. We have shown from a variety of angles how 
realized and expanding productivity measures tend 
to capture closely related aspects of morphological 
productivity, both in terms of the specific words 
and global correlation between productivity rank-
ings. On the other hand, potential productivity con-
sistently exhibits clearly different and indeed 
opposite properties compared to the other two, 
again both in terms of the specific words that score 
the highest values and in terms of productivity 
ranking correlation patterns.  

The most significant question to be addressed 
next is the extent to which the above-mentioned 
conclusions about the relationships among differ-
ent types of morphological productivity carry over 
to other segments of language. 

Regarding complex adjectives, future work will 
focus in more detail on their internal typology, 
specifically considering the extent to which they 
impose selectional restrictions (whether morpho-
syntactic or semantic in nature) on the component 
associated with the base generator of a category, 
and the correlation patterns between such con-
straints and the three types of morphological pro-
ductivity. 

References  
R. Harald Baayen. 1993. On Frequency, Transparency, 

and Productivity. In: Geert E. Booij and Jaap van 
Marle (eds). Yearbook of Morphology. Dordrecht: 
Kluwer Academic Publishers, 181-208. 

R. Harald Baayen. 2001. Word Frequency Distributions. 
Dordrecht: Kluwer Academic Publishers. 

R. Harald Baayen. 2006. Corpus Linguistics in Mor-
phology: Morphological Productivity. In: Lüdeling, 
A. and M. Kytö (eds). Corpus Linguistics. An Inter-
national Handbook. New York: Mouton De Gruyter.   

Stefan Evert and Anke Lüdeling. 2001. Measuring 
Morphological Productivity: Is Automatic Preproc-
essing Sufficient? In: Proceedings of the Corpus Lin-
guistics 2001 Conference, 167-175. 

Karo Moilanen and Stephen Pulman. 2008. The Good, 
the Bad, and the Unknown: Morphosyllabic Senti-
ment Tagging of Unseen Words. In: Proceedings of 
ACL 2008. 

86



Proceedings of the NAACL HLT Workshop on Computational Approaches to Linguistic Creativity, pages 87–93,
Boulder, Colorado, June 2009. c©2009 Association for Computational Linguistics

How Creative is Your Writing? A Linguistic Creativity Measure from
Computer Science and Cognitive Psychology Perspectives

Xiaojin Zhu, Zhiting Xu and Tushar Khot
Department of Computer Sciences
University of Wisconsin-Madison

Madison, WI, USA 53706
{jerryzhu, zhiting, tushar }@cs.wisc.edu

Abstract

We demonstrate that subjective creativity in
sentence-writing can in part be predicted us-
ing computable quantities studied in Com-
puter Science and Cognitive Psychology. We
introduce a task in which a writer is asked to
compose a sentence given a keyword. The
sentence is then assigned a subjective creativ-
ity score by human judges. We build a linear
regression model which, given the keyword
and the sentence, predicts the creativity score.
The model employs features on statistical lan-
guage models from a large corpus, psycholog-
ical word norms, and WordNet.

1 Introduction

One definition ofcreativity is “the ability to tran-
scend traditional ideas, rules, patterns, relationships,
or the like, and to create meaningful new ideas,
forms, methods, interpretations, etc.” Therefore,
any computational measure of creativity needs to ad-
dress two aspects simultaneously:

1. The item to be measured has to be different
from other existing items. If one can model ex-
isting items with a statistical model, the new
item should be an “outlier”.

2. The item has to be meaningful. An item con-
sists of random noise might well be an outlier,
but it is not of interest.

In this paper, we consider the task ofmeasuring hu-
man creativity in composing a single sentence, when
the sentence is constrained by a given keyword. This

simple task is a first step towards automatically mea-
suring creativity in more complex natural language
text. To further simplify the task, we will focus on
the first aspect of creativity, i.e., quantifying how
novelthe sentence is. The second aspect, howmean-
ingful the sentence is, requires the full power of Nat-
ural Language Processing, and is beyond the scope
of this initial work. This, of course, raises the con-
cern that we may regard a nonsense sentence as
highly creative. This is a valid concern. However,
in many applications where a creativity measure is
needed, the input sentences are indeed well-formed.
In such applications, our approach will be useful.
We will leave this issue to future work. The present
paper uses a data set (see the next section) in which
all sentences are well-formed.

A major difficulty in studying creativity is the
lack of an objective definition of creativity. Because
creative writing is highly subjective (“I don’t know
what is creativity, but I recognize it when I see one”),
we circumvent this problem by using human judg-
ment as the ground truth. Our experiment procedure
is the following. First, we give a keywordz to a
human writer, and ask her to compose a sentence
x aboutz. Then, the sentencex is evaluated by a
group of human judges who assign it a subjective
“creativity score”y. Finally, given a dataset con-
sisting of many such keyword-sentence-score triples
(z,x, y), we develop a statistical predictorf(x, z)
that predicts the scorey from the sentencex and
keywordz.

There has been some prior attempts on charac-
terizing creativity from a computational perspec-
tive, for examples see (Ritchie, 2001; Ritchie, 2007;
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Pease et al., 2001). The present work distinguishes
itself in the use of a statistical machine learning
framework, the design of candidate features, and its
empirical study.

2 The Creativity Data Set

We select 105 keywords from the English version of
the Leuven norms dataset (De Deyne and Storms,
2008b; De Deyne and Storms, 2008a). This ensures
that each keyword has their norms feature defined,
see Section 3.2. These are common English words.

The keywords are randomly distributed to 21 writ-
ers, each writer receives 5 keywords. Each writer
composes one sentence per keyword. These 5 key-
words are further randomly split into two groups:

1. The first group consists of 1 keyword. The
writers are instructed to “write a not-so-creative
sentence” about the keyword. Two examples
are given: “Iguana has legs” for “Iguana”, and
“Anvil can get rusty” for “Anvil.” The purpose
of this group is to establish a non-creative base-
line for the writers, so that they have a sense
what does not count as creative.

2. The second group consists of 4 keywords. The
writers are instructed to “try to write a creative
sentence” about each keyword. They are also
told to write a sentence no matter what, even if
they cannot come up with a creative one. No
example is given to avoid biasing their creative
thinking.

In the next stage, all sentences are given to four
human judges, who are native English speakers. The
judges are not the writers nor the authors of this
paper. The order of the sentences are randomized.
The judges see the sentences and their correspond-
ing keywords, but not the identity of the writers,
nor which group the keywords are in. The judges
work independently. For each keyword-sentence
pair, each judge assigns a subjective creativity score
between 0 and 10, with 0 being not creative at all
(the judges are given the Iguana and Anvil exam-
ples for this), and 10 the most creative. The judges
are encouraged to use the full scale when scoring.
There is statistically significant (p < 10−8) linear
correlation among the four judges’ scores, showing

their general agreement on subjective creativity. Ta-
ble 1 lists the pairwise linear correlation coefficient
between all four judges.

Table 1: The pairwise linear correlation coefficient be-
tween four judges’ creativity scores given to the 105 sen-
tences. All correlations are statistically significant with
p < 10−8.

judge 2 judge 3 judge 4
judge 1 0.68 0.61 0.74
judge 2 0.55 0.74
judge 3 0.61

The scores from four judges on each sentence are
then averaged to produce a consensus scorey. Ta-
ble 2 shows the top and bottom three sentences as
sorted byy.

As yet another sanity check, note that the judges
have no information which sentences are from group
1 (where the writers are instructed to be non-
creative), and which are from group 2. We would
expect that if both the writers and the judges share
some common notion of creativity, the mean score
of group 1 should be smaller than the mean score of
group 2. Figure 1 shows that this is indeed the case,
with the mean score of group 1 being1.5± 0.6, and
that of group 2 being5.1 ± 0.4 (95% confidence in-
terval). A t-test shows that this difference is signifi-
cant (p < 10−11).
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Figure 1: The mean creativity score for group 1 is signif-
icantly smaller than that for group 2. That is, the judges
feel that sentences in group 2 are more creative.

To summarize, in the end our dataset con-
sists of 105 keyword, sentence, creativity
score tuples{(zi,xi, yi)} for i = 1, . . . , 105.
The sentence group information is not in-
cluded. This “Wisconsin Creative Writ-
ing” dataset is publicly available athttp:
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Table 2: Example sentences with the largest and smallest consensus creativity scores.
consensus scorey keywordz sentencex

9.25 hamster She asked if I had any pets, so I told her I once did until I discovered
that I liked taste of hamster.

9.0 wasp The wasp is a dinosaur in the ant world.
8.5 dove Dove can still bring war by the information it carries.

...
0.25 guitar A Guitar has strings.
0.25 leech Leech lives in the water.
0.25 elephant Elephant is a mammal.

//pages.cs.wisc.edu/ ∼jerryzhu/pub/
WisconsinCreativeWriting.txt .

3 Candidate Features for Predicting
Creativity

In this section, we discuss two families of candi-
date features we use in a statistical model to pre-
dict the creativity of a sentence. One family comes
from a Computer Science perspective, using large-
corpus statistics (how peoplewrite). The other fam-
ily comes from a Cognitive Psychology perspective,
specifically the word norms data and WordNet (how
peoplethink).

3.1 The Computer Science Perspective:
Language Modeling

We start from the following hypothesis: if the words
in the sentencex frequently co-occur with the key-
word z, thenx is probably not creative. This is of
course an over-simplification, as many creative sen-
tences are about novel usage of common words1.
Nonetheless, this hypothesis inspires some candi-
date features that can be computed from a large cor-
pus.

In this study, we use the Google Web 1T 5-
gram Corpus (Brants et al., 2007). This corpus
was generated from about1012 word tokens from
Web pages. It consists of counts of N-gram for
N = 1, . . . , 5. We denote the words in a sentence
by x = x1, . . . , xn, wherex1 = 〈s〉 andxn = 〈/s〉
are special start- and end-of-sentence symbols. We

1For example, one might argue that Lincoln’s famous sen-
tence on government: “of the people, by the people, for the
people” is creative, even though the keyword “government” fre-
quently co-occurs with all the words in that sentence.

design the following candidate features:
[f1: Zero N-gram Fraction] Let c(xi+N−1

i ) be
the count of the N-gramxi . . . xi+N−1 in the corpus.
Let δ(A) be the indicator function with value 1 if
the predicateA is true, and 0 otherwise. A “Zero
N-gram Fraction” feature is the fraction of zero N-
gram counts in the sentence:

f1,N (x) =
∑n−N+1

i=1 δ(c(xi+N−1
i ) = 0)

n − N + 1
. (1)

This provided us with 5 features, namely N-gram
zero count fractions for each value of N. These fea-
tures are a crude measure of how surprising the sen-
tencex is. A feature value of 1 indicates that none of
the N-grams in the sentence appeared in the Google
corpus, a rather surprising situation.

[f2: Per-Word Sentence Probability] This fea-
ture is the per-word log likelihood of the sentence,
to normalize for sentence length:

f2(x) =
1
n

log p(x). (2)

We use a 5-gram language model to estimate
p(x), with “naive Jelinek-Mercer” smoothing. As
in Jelinek-Mercer smoothing (Jelinek and Mercer,
1980), it is a linear interpolation of N-gram language
models forN = 1 . . . 5. Let the Maximum Likeli-
hood (ML) estimate of a N-gram language model be

pN
ML(xi|xi−1

i−N+1) =
c(xi

i−N+1)

c(xi−1
i−N+1)

, (3)

which is the familiar frequency estimate of proba-
bility. The denominator is the count of the history
of lengthN − 1, and the numerator is the count of
the history plus the word to be predicted. A 5-gram
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Jelinek-Mercer smoothing language model on sen-
tencex is

p(x) =
n∏

i=1

p(xi|xi−1
i−5+1) (4)

p(xi|xi−1
i−5+1) =

5∑

N=1

λNPN
ML(xi|xi−1

i−N+1),(5)

where the linear interpolation weightsλ1 + . . . +
λ5 = 1. The optimal values ofλ’s are a function of
history counts (binned into “buckets”)c(xi−1

i−N+1),
and should be optimized with convex optimiza-
tion from corpus. However, because our corpus is
large, and because we do not require precise lan-
guage modeling, we instead set theλ’s in a heuris-
tic manner. Starting from N=5 to 1,λN is set
to zero until the N where we have enough history
count for reliable estimate. Specifically, we require
c(xi−1

i−N+1) > 1000. The first N that this happens
receivesλN = 0.9. The next lower order model
receives 0.9 fraction of the remaining weight, i.e.,
λN−1 = 0.9 × (1 − 0.9), and so on. Finally,λ1 re-
ceives all remaining weight to ensureλ1+. . .+λ5 =
1. This heuristic captures the essence of Jelinek-
Mercer smoothing and is highly efficient, at the price
of suboptimal interpolation weights.

[f3: Per-Word Context Probability] The previ-
ous featuref2 ignores the fact that our sentencex
is composed around a given keywordz. Given that
the writer was prompted with the keywordz, we are
interested in the novelty of the sentence surround-
ing the keyword. Letxk be the first occurrence of
z in the sentence, and letx−k be thecontextof the
keyword, i.e., the sentence with thek-th word (the
keyword) removed. This notion of context novelty
can be captured by

p(x−k|xk = z) =
p(x−k, xk = z)

p(xk = z)
=

p(x)
p(z)

, (6)

where p(x) is estimated from the naive Jelinek-
Mercer 5-gram language model above, andp(z) is
estimated from a unigram language model. Our third
feature is the length-normalized log likelihood of the
context:

f3(x, z) =
1

n − 1
(log p(x) − log p(z)) . (7)

3.2 The Cognitive Psychology Perspective:
Word Norms and WordNet

A text corpus like the one above captures how peo-
ple write sentences related to a keyword. However,
this can be different from how peoplethink about re-
lated conceptsin their head for the same keyword.
In fact, common sense knowledge is often under-
represented in a corpus – for example, why bother
repeating “A duck has a long neck” over and over
again? However, this lack of co-occurrence does not
necessarily make the duck sentence creative.

The way people think about concepts can in part
be captured byword normsexperiments in psychol-
ogy. In such experiments, a human subject is pro-
vided with a keywordz, and is asked to write down
the first (or a few) wordx that comes to mind.
When aggregated over multiple subjects on the same
keyword, the experiment provides an estimate of
the concept transition probabilityp(x|z). Given
enough keywords, one can construct a concept net-
work where the nodes are the keywords, and the
edges describe the transitions (Steyvers and Tenen-
baum, 2005). For our purpose, we posit that a sen-
tencex may not be creative with respect to a key-
word z, if many words inx can be readily retrieved
as the norms of keywordz. In a sense, the writer
was thinking the obvious.

[f4: Word Norms Fraction] We use the Leu-
ven dataset, which consists of norms for 1,424 key-
words (De Deyne and Storms, 2008b; De Deyne and
Storms, 2008a). The original Leuven dataset is in
Dutch, we use a version that is translated into En-
glish. For each sentencex, we first exclude the key-
word z from the sentence. We also remove punctu-
ations, and map all words to lower case. We further
remove all stopwords using the Snowball stopword
list (Porter, 2001), and stem all words in the sentence
and the norm word list using NLTK (Loper and Bird,
2002). We then count the number of wordsxi that
appear in the norm list of the keywordz in the Leu-
ven data. Let this count becnorm(x, z). The feature
is the fraction of such norm words in the original
sentence:

f4(x, z) =
cnorm(x, z)

n
. (8)

It is worth noting that the Leuven dataset is relatively
small, with less than two thousand keywords. This
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is a common issue with psychology norms datasets,
as massive number of human subjects are difficult
to obtain. To scale our method up to handle large
vocabulary in the future, one possible method is to
automatically infer the norms of novel keywords us-
ing corpus statistics (e.g., distributional similarity).

[f5 − f13: WordNet Similarity] WordNet is an-
other linguistic resource motivated by cognitive psy-
chology. For each sentencex, we compute Word-
Net 3.0 similarity between the keywordz and each
word xi in the sentence. Specifically, we use the
“path similarity” provided by NLTK (Loper and
Bird, 2002). Path similarity returns a score denot-
ing how similar two word senses are, based on the
shortest path that connects the senses in the hyper-
nym/hyponym taxonomy. The score is in the range
0 to 1, except in those cases where a path cannot be
found, in which case -1 is returned. A score of 1
represents identity, i.e., comparing a sense with it-
self. Let the similarities bes1 . . . sn. We experiment
with the following features: The mean, median, and
variance of similarities:

f5(x, z) = mean(s1 . . . sn) (9)

f6(x, z) = median(s1 . . . sn) (10)

f7(x, z) = var(s1 . . . sn). (11)

Featuresf8, . . . , f12 are the top five similarities.
When the length of the sentence is shorter than five,
we fill the remaining features with -1. Finally, fea-
turef13 is the fraction of positive similarity:

f13(x, z) =
∑n

i=1 δ(si > 0)
n

. (12)

4 Regression Analysis on Creativity

With the candidate features introduced in Section 3,
we construct a linear regression model to predict the
creativity scores given a sentence and its keyword.

The first question one asks in regression analy-
sis is whether the features have a (linear) correlation
with the creativity scorey. We compute the correla-
tion coefficient

ρi =
Cov(fi, y)

σfi
σy

(13)

for each candidate featurefi separately on the first
row in Table 3. Some observations:

• The featuref4 (Word Norms Fraction) has the
largest correlation coefficient -0.48 in terms of
magnitude. That is, the more words in the sen-
tence that are also in the norms of the keyword,
the less creative the sentence is.

• The featuref12 (the 5-th WordNet similarity in
the sentence to the keyword) has a large posi-
tive coefficient 0.47. This is rather unexpected.
A closer inspection reveals thatf12 equals -1
for about half of the sentences, and is around
0.05 for the other half. Furthermore, the second
half has on average higher creativity scores. Al-
though we hypothesized earlier that more simi-
lar words means lower creativity, this (together
with the positiveρ for f10, f11) suggests the
other way around: more similar words are cor-
related with higher creativity.

• The featuref5 (mean WordNet similarity) has
a negative correlation with creativity. This fea-
ture is related tof12, but in a different direc-
tion. We speculate that this feature measures
the strength of similar words, whilef12 indi-
rectly measures the number of similar words.

• The featuref3 (Per-Word Context Probability)
has a negative correlation with creativity. The
more predictable the sentence around the key-
word using a language model, the lower the
creativity.

Next, we build a linear regression model to pre-
dict creativity. We use stepwise regression, which
is a technique for feature selection by iteratively
including / excluding candidate features from the
regression model based on statistical significance
tests (Draper and Smith, 1998). The result is a lin-
ear regression model with a small number of salient
features. For the creativity dataset, the features (and
their regression coefficients) included by stepwise
regression are shown on the second row in Table 3.
The corresponding linear regression model is

ŷ(x, z) = −5.06 × f4 + 1.80 × f12 − 0.76 × f3

−3.39 × f5 + 0.92. (14)

A plot comparingŷ andy is given in Figure 2. The
root mean squared error (RMSE) of this model is
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Table 3:ρ: The linear correlation coefficients between a candidate feature and the creativity scorey. β: The selected
features and their regression coefficients in stepwise linear regression.

f1,1 f1,2 f1,3 f1,4 f1,5 f2 f3 f4 f5

ρ 0.09 0.09 0.17 0.06 -0.04 -0.07 -0.32 -0.48 -0.41
β -0.76 -5.06 -3.39

f6 f7 f8 f9 f10 f11 f12 f13

ρ -0.19 -0.25 -0.02 0.06 0.23 0.30 0.47 -0.01
β 1.80
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Figure 2: The creativity scorêy as predicted by the linear
regression model in equation 14, compared to the true
scorey. Each dot is a sentence.

1.51. In contrast, the constant predictor would have
RMSE 2.37 (i.e., the standard deviation ofy).

We make two comments:

1. It is interesting to note that our intuitive fea-
tures are able to partially predict subjective cre-
ativity scores. On the other hand, we certainly
do not claim that our features or model solved
this difficult problem.

2. All three kinds of knowledge: corpus statistics
(f3), word norms (f4), and WordNet (f5, f12)
are included in the regression model. Coin-
cidentally, these features have the largest cor-
relation coefficients with the creativity score.
The fact that they are all included suggests that
these are not redundant features, and each cap-
tures some aspect of creativity.

5 Conclusions and Future Work

We presented a simplified creativity prediction task,
and showed that features derived from statistical
language modeling, word norms, and WordNet can
partially predict human judges’ subjective creativity
scores.

Our problem setting is artificial, in that the cre-
ativity of the sentences are judged with respect to
their respective keywords, which are assumed to be
known beforehand. This allows us to design features
centered around the keywords. We hope our analysis
can be extended to the setting where the only input is
the sentence, without the keyword. This can poten-
tially be achieved by performing keyword extraction
on the sentence first, and apply our analysis on the
extracted keyword.

As discussed in the introduction, our analysis
is susceptible to nonsense input sentences, which
could be predicted as highly creative. Combining
our analysis with a “sensibility analysis” is an im-
portant future direction.

Finally, our model might be adapted to explain
why a sentence is deemed creative, by analyzing the
contribution of individual features in the model.
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‘Sorry’ seems to be the hardest word

Allan Ramsay Debora Field
School of Computer Science Dept of Computer Science

Univ of Manchester Univ of Sheffield
Manchester M60 1QD, UK Sheffield S1 4DP, UK

Abstract

We are interested in the ways that language
is used to achieve a variety of goals, where
the same utterance may have vastly different
consequences in different situations. This is
closely related to the topic of creativity in lan-
guage. The fact that the same utterance can
be used to achieve a variety of goals opens up
the possibility of using it to achieve new goals.
The current paper concentrates largely on an
implemented system for exploring how the ef-
fects of an utterance depend on the situation
in which it is produced, but we will end with
some speculations about how how utterances
can come to have new kinds of uses.

1 Introduction

We are interested in the ways that language is used to
achieve a variety of goals, where the same utterance
may have vastly different consequences in different
situations. We will take, as a running example, the
use of the single word‘Sorry’.

We will look at a number of situations in which
this word may be uttered, and investigate the ways
in which its consequences may be determined by
considering the goals and belief states of the partic-
ipants. The kinds of reasoning that lie behind the
various uses of this word are, we believe, typical of
the way that utterances can be used to achieve novel
aims. ‘Sorry’ is perhaps a fairly extreme case: very
simple indeed on the surface, very complex indeed
in terms of its uses. Any account of how this specific
word gets used will have lessons for other kinds of
novel action.

As with many common but slippery words, dic-
tionary definitions are not much help when trying to
work out what‘sorry’ means: Merriam-Webster, for
instance, has ‘feeling sorrow, regret, or penitence’
as the primary definition, and the free dictionary
(www.thefreedictionary.com has ‘Feeling
or expressing sympathy, pity, or regret’. These def-
initions are, as is common for words whose mean-
ings are highly context dependent, essentially circu-
lar. How much do we gain from knowing that‘sorry’
is a word that is used to express sorrow, or from the
free dictionary’s definition of‘sympathy’as a ‘feel-
ing or an expression of pity or sorrow for the distress
of another’?

Perhaps, then, considering a set of examples of
situations where someone utters this word is a better
way of getting at what it means. The following is a
rather long list, but then there are a very wide set of
situations in which people say‘sorry’ . That is, after
all, the problem:

(1) a. EXPRESSION OF DISAPPOINT-
MENT
I’m sorry I missed your talk. I forgot
to set my alarm. I’d really been
looking forward to seeing your demo.

b. APOLOGY FOR OWN ACTION
WHILE NOT TAKING FULL PER-
SONAL RESPONSIBILITY
I’m sorry I missed your talk. My flight
was delayed. [situation: S & H mutu-
ally knew that S was counting on H to
help with a demo during the talk.]
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c. APOLOGY FOR OWN ACTION
WHILE ALSO TAKING FULL PER-
SONAL RESPONSIBILITY
I’m sorry I missed your talk. I forgot
to set my alarm. [situation: S & H mu-
tually knew that S was counting on H
to help with a demo during the talk.]

(2) a. EXPRESSION OF EMPATHY
I’m sorry that this situation is so awful
for you. I would not be coping if I were
in your shoes.

b. APOLOGY FOR A 3RD PARTY’S
ACTION WHILE NOT TAKING
FULL PERSONAL RESPONSIBIL-
ITY
I’m sorry that this situation is so
awful for you. My parents have
really excelled themselves this time
[sarcasm].

c. APOLOGY FOR A 3RD PARTY’S
ACTION WHILE ALSO TAKING
FULL PERSONAL RESPONSIBIL-
ITY
I’m sorry that this situation is so awful
for you. As head of the division I take
full responsibility, and I am submitting
my resignation.

d. APOLOGY FOR OWN ACTION
WHILE ALSO TAKING FULL PER-
SONAL RESPONSIBILITY
I’m sorry that this situation is so aw-
ful for you. I should have been more
careful.

e. EXPRESSION OF EMPATHY
I’m sorry that this situation is so awful
for you. I’m not sorry for causing the
situation, because I didn’t cause it. But
I am sorry it is so awful.

(3) a. EXPRESSION OF DISDAIN+PITY
I’m sorry they’re not good enough. It’s
your loss.

b. APOLOGY FOR OWN ACTION
WHILE ALSO TAKING FULL PER-
SONAL RESPONSIBILITY

I’m sorry they’re not good enough. I
tried very hard, but I couldn’t get them
quite right.

(4) a. EXPRESSION OF EMPATHY
I’m sorry, Dave, I’m afraid I can’t do
that. All the pod locks are jammed
shut. I have tried everything I can think
of, but I can’t get them open.

b. APOLOGY FOR OWN ACTION
WHILE ALSO TAKING FULL PER-
SONAL RESPONSIBILITY
I’m sorry, Dave, I’m afraid I can’t do
that. I have turned the tables and you
are my prisoner now.

(5) a. EXPRESSION OF REGRET
I’m sorry I told him. Things would be
much simpler for me now if I’d kept
quiet.

b. APOLOGY FOR OWN ACTION
WHILE ALSO TAKING FULL PER-
SONAL RESPONSIBILITY
I’m sorry I told him. I know I promised
you I wouldn’t but it just slipped out.

(6) a. EXPRESSION OF REGRET
I’m sorry I killed their daughter. She
was in the wrong place at the wrong
time. [Speaker feels no remorse for
killing, only regret for killing the
wrong person.]

b. APOLOGY FOR OWN ACTION
WHILE ALSO TAKING FULL PER-
SONAL RESPONSIBILITY
I’m sorry I killed their daughter. It was
a terrible thing I did.

If nothing else, these examples show how flexible
the word‘sorry’ is. About all they have in common
is that the speaker is referring to some action or state
of affairs which is disadvantageous to someone (usu-
ally, but not necessarily, either the speaker or hearer:
see (6) for a counter-example). The follow-up sen-
tences then say something more about the speaker’s
attitude to this action or state of affairs (we will
use the generic term ‘event’ to cover both of these).
Just what the speaker’s attitude to the event is varies
wildly: the glosses in the examples use terms like
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‘empathy’, ‘apology’, ‘regret’, but these are almost
as slippery as‘sorry’ itself.

2 Literal uses of ‘sorry’

The idea that‘sorry’ is ambiguous, with fifteen dif-
ferent senses, is ludicrous. Apart from anything else,
we have another dozen examples up our sleeves that
do not fit any of the patterns above, and it would be
easy to find yet further uses. It seems more plausi-
ble that it has a single meaning, which can be used
as the trigger for a variety of ideas depending on the
the nature of the event and the beliefs of the speaker
and hearer. The task of determining what a speaker
meant by using this word in a given utterance then
devolves to epistemic inference. This does not actu-
ally make it very easy; but it does at least put it in
the right place.

We will take it, then, that‘sorry’ is an adjective
that takes a sentential complement, and that the in-
terpretation of a sentence involving it is something
like Fig. 11. In other words, (1a) says that right now
the relationsorryholds between me and the fact that
I missed your talk.

That seems fair enough, but it also seems rather
weak. We cannot do anything with it unless we
know what follows from saying that the relation
sorry holds between a person and a proposition. In
other words, we need to start writing axioms (mean-
ing postulates, rules, definitions, . . . ) to link this re-
lation with other concepts.

The first thing we note is that any such axioms
will be inherently intensional:sorry is a relationship
between a person and a proposition (a description
of a state of affairs). We will therefore have to use

1We use the ‘restricted quantifiers’∀X :: {P}Q and∃X ::
{P}Q as shorthand for∀X(P → Q) and∃X(P&Q)

∃Lat(L,
sorry(ref(λM(speaker(M))),

∃N: {past(now,N)}
∃Oevent(miss,O,P,Q)

&θ(O,object,ref(λR(own(ref(λS(hearer(S))),R) & sort(talk,R,T,U))))
&θ(O,agent,ref(λV (speaker(V)))) & aspect(N,simplePast,O)))

&aspect(now,simple,L)

Figure 1: Logical form for (1a)

some kind of intensional logic for writing our ax-
ioms. We follow (Chierchia and Turner, 1987; Fox
and Lappin, 2005) in using a variant on ‘property
theory’ (Turner, 1987) for this purpose. Property
theory has the required expressive power for writ-
ing rules that discuss propositions, and it has an ax-
iomatisation which allows the implementation of a
practical theorem prover (Ramsay, 2001).

So what do we want to say aboutsorry? The very
first observation is that it is factive: if I am sorry
about something, then it must have happened. I can-
not (sensibly) say that I am sorry that the moon is
made of green cheese, because it isn’t. Our first ax-
iom, then, says that anything that anyone is sorry
about is indeed true (A1):

(A1)
∀B∀C(sorry(B,C) → C)

The only other thing that all the examples above
have in common is that the speaker wishes that the
proposition she is sorry about were not true (A2):

(A2)
∀B∀C(sorry(B,C) → C & wish(B,¬(C)))

There are, indeed, cases where absolutely nothing
more follows from the use of‘Sorry’:

(7) My dear Pandora, you’re going to be sorry
you opened that.

In (7), the speaker is simply telling their hearer
that she is going to wish she hadn’t opened it, what-
ever it is. No hint of apology or remorse or empathy.
Just a plain a statement of fact: at some time in the
future the hearer is going to wish that she’d left the
box closed.

It is hard to find a distinction between the set of
propositions that follow from every use of a term and
its meaning. We will therefore take it that (A1) and
(A2) characterise the meaning of‘sorry’ : that the
proposition in question is true, and that the person
who is sorry about it wishes that it wasn’t.
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How, then, do all the other examples get their
force? The key is that once you have said that you
wish something were not true, two questions arise:
why do you wish it were not so, andwhy are you
telling me that you wish it were not so. To answer
these two questions you have to think harder about
what the proposition in question is like.

There are two particularly interesting issues.
Who, if anyone, was responsible for the proposition
being true; and who, if anyone, is affected by it. In
particular, if the speaker is the person who was re-
sponsible for it then wishing that it were not now
true entails wishing that they had not earlier per-
formed the action that led to it; and if the person
who is affected by it is the hearer, and the effect
is adverse, then the fact that the speaker wishes it
were not true establishes some degree of empathy
between the two.

Before we can start formalising these notions we
need to introduce rules that specify responsibility
and affectedness.

The simplest rules for these notions are centred
around the roles that individuals play in events.
What, for instance, is the difference between (8a)
and (8b)?

(8) a. I saw him fall off a cliff.

b. I watched him fall off a cliff.

They both refer to the same set of events: he fell
off a cliff, and I had my eyes open and looking in
that direction at the time (and I was awake, and var-
ious other routine side-conditions). The difference
is that (8b) implies a degree of control: that I was
aware that he was falling, and I deliberately kept my
attention on what I was seeing.

One way of capturing this distinction concisely is
by using names for thematic roles which reflect the
way that the individuals concerned are involved: if,
for instance, we say that the speaker was thepatient
of the seeing event in (8a), but was theagentin (8b),
then we can use rules like (A3) and (A4) to distin-
guish between cases where someone was just acci-
dentally involved in an event from ones where they
caused it or where they intentionally caused it.

(A3)
∀B∀C: {θ(C,actor,B) ∨ θ(C,agent,B)}

cause(B,C)

(A4)
∀B∀C: {θ(C,agent,B)}intended(B,C)

We can use (A3) and (A4) to pick out cases where
the person who is sorry for some state of affairs is in
fact the person who caused it to come about. We will
not yet say much about what follows from recognis-
ing these cases. For the moment we will just label
them as cases where the person regrets the event in
question.

(A5)
∀B∀C : {wish(B,¬(C))}

∀D : {C → cause(B,D)}
regret(B,D))

Note that what the person is sorry about is a
proposition, but what they regret is an event (in a
classical Davidsonian treatment of events (David-
son, 1980)). The key question here is whether the
description of the state of affairs entails the existence
of an event for which they are responsible. The rules
in (A3) and (A4) provide the relevant support in very
many cases: just using a verb whose set of thematic
roles includes one with connotations of causality is a
shorthand for making a statement about responsibil-
ity. There are, of course, other more complex cases,
but in many such cases the key lies in spotting se-
quences of causally related events where the start of
the sequence involves the person in a causal role.

Given these rules, we can distinguish between the
cases in (9):

(9) a. I’m sorry I saw him fall off a cliff.
b. I’m sorry I watched him fall off a cliff.

If we assume that the hearer believes what the
speaker tells them, then following (9)b we can ask
who believes that someone regrets something:

| ?- prove(bel(X, regret(A, B))).
A = ’#speaker’,
B = ’#166’,
X = ’#hearer’ ?
yes

The hearer believes that the speaker regrets some-
thing, namely the action of watching someone fall
of a cliff (represent here by a Skolem constant#166,
introduced by the existential quantifier for the event
in the logical form for (9b), shown in Fig. 2.
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sorry(#user,
∃O: {past(now,O)}
∃Pevent(watch,P,Q,R)

&θ(P,
-event,
∃S: {sort(cliff ,S,T,U)}
∃Vevent(fall,V,W,X) & θ(V,agent,#171) & off(V,S) & aspect(now,simple,V))

&θ(P,agent,#user) & aspect(O,simplePast,P))

Figure 2: Logical form for (9b)

Although the speaker regrets watching this unfor-
tunate event, he cannot be seen as apologising for it.
An apology expresses regret that the speaker caused
something unfortunate to happento the hearer. We
need the axiom A6 below to describe this situation:

(A6)
∀B∀C: {regret(B,C)}

∀D∀E: {want(D,¬(E))
& E→ event(F,C,G,H)}
apologise(B,D,C)

In other words, ifB regrets performing the action
C then if C is part of some situation whichD re-
gards as undesirable, theB can be seen as apologis-
ing toD.

We also need, of course, descriptions of situations
which people might find undesirable. A typical rule
might be as in (A7), which simply says that people
do not want to be hurt (any individualB wants the
propositionevent(hurt,D,E,F)&θ(D,object,B) to be
false for allD,E andF ):

(A7)
∀B∀C∀Dwant(B,

¬(event(hurt,D,E,F)&θ(D,object,B)))

Given A6 and A7, we can see that saying‘I am
sorry I hurt you’ would be an apology: the speaker
is saying that he wishes that‘I hurt you’ was not
true, and since this is something which was under
the speaker’s control (so he regrets it), then since
it also something that the hearer did not want then
the speaker’s utterance of this sentence is indeed an
apology.

Clearly this approach to the problem requires a
great deal of general knowledge. There is nothing
esoteric about A7. On the contrary, it as about as
obvious a fact of life as it is possible to imagine.

Collecting a large enough body of such rules to
cope with everyday language is, indeed, a daunt-
ing task, but it is the sheer number of such rules
that make it problematic, not the nature of the rules
themselves.

Once we have this background knowledge, how-
ever, we can see that various rather subtle differ-
ences between the basic uses of‘Sorry’ emerge quite
straightforwardly from rules like the ones above.
Many of these rules are inherently intensional, as
noted above, so for a program to be able to work out
whether someone is actually apologising for some
action it will have to have access to a theorem prover
for an intensional logic. Fortunately such theorem
provers exist (see e.g. (Ramsay, 2001) for an exam-
ple).

3 Indirect uses

The axioms in Section 2 let us distinguish between
some of the examples in (1)–(6). We are faced
with two remaining questions. What do we gain
by labelling some examples as instances of regret or
apology, and what do we do about the less obvious
cases?

The key to both these questions is that linguistic
acts are inherently epistemic. They are concerned
with conveying information about what the speaker
S believes, including what she believes about the
hearerH ’s beliefs, with the intention of changing
H ’s beliefs.

We will consider, in particular, the cases that we
have labelled as apologies. What is the point of an
apology? What doesS want to achieve by making
an apology?

We have characterised apologising above as the
act of saying thatS wishes some propositionP were
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not true, in a situation whereS is responsible forP
being true and is something thatH would like to be
untrue. Note that all thatS actually did was to say
that she wishedP were not true. There is nothing
in the formof the utterance‘I am sorry that I didn’t
do the washing up’that makes it obviously different
from ‘I am sorry that you didn’t do the washing up’.
The two utterances do, of course, feel very different–
one is an apology, the other is something more like
a threat or an admonition–but their structural prop-
erties are very similar. They are both, essentially,
simple declarative sentences.

To get a closer grip on why they convey such radi-
cally different underlying consequences, we will re-
visit the idea that linguistic actions are just actions,
to be dealt with by specifying their preconditions
and effects, to be linked together by some planning
algorithm so that they lead to outcomes that are de-
sirable for the speaker.

We have argued elsewhere for a very sparse treat-
ment of speech acts (Field and Ramsay, 2004; Field
and Ramsay, 2007; Ramsay and Field, 2008). The
argument starts by considering the classical use of
AI planning theory in domains such as the blocks
world, where the preconditions of an action are a
set of propositions that musthold before that action
can be performed, and the effects are a set of actions
that will definitely holdafter it has been performed.
If preconditions and effects were not entirely rigid
in this way then planning algorithms, from the origi-
nal means-end analysis of (Fikes and Nilsson, 1971)
through more modern approaches that involve static
analysis of the relationships between different types
of action (Kambhampati, 1997; Nguyen and Kamb-
hampati, 2001; Blum and Furst, 1997) would just
not work.

Suppose, however, that we try to give this kind of
description of the linguistic act of stating something.
What should the preconditions and effects of the act
of stating something be?

There seem to be very few limits on the situations
in which you can state something. Consider (3) (re-
peated here).

(3) a. EXPRESSION OF DISDAIN+PITY
I’m sorry they’re not good enough. It’s
your loss.

b. APOLOGY FOR OWN ACTION
WHILE ALSO TAKING FULL PER-
SONAL RESPONSIBILITY
I’m sorry they’re not good enough. I
tried very hard, but I couldn’t get them
quite right.

It is very hard to say that the speaker is performing
two different actions when she utters the words‘I’m
sorry they’re not good enough’in these two exam-
ples. She is, clearly, intending to achieve different
outcomes in the two cases, but they are, surely, the
same action, in the same way that getting the milk
out of the fridge in order to make custard and get-
ting the milk out of the fridge in order to in order
to make space for the orange juice are the same ac-
tion. In both (3a) and (3b)S is claiming to be sorry
that they (whatever they are) are not good enough.
In (3a), of course, it is clear that she does not believe
that this is true. Nonetheless, the form of the utter-
ance makes it clear that she is making a statement.

This is typical of linguistic actions. It is possible
to state things that you do not believe, or to ask ques-
tions where you already know the answer, or to issue
commands which you do not want to have carried
out. Unless we want to have as many sub-types of
the action ‘statement’ as there are examples in (1)–
(6) (and then the dozen other examples that we did
not include, and then all the ones we haven’t thought
of) then we have to see whether we can make a sin-
gle, rather simple, act cover all these cases.

What are the preconditions and effects of this act?
The only completely essential precondition for mak-
ing a statement is that you have the proposition in
question in mind, and the only thing that you can
be sure that your hearer will believe is that you had
it in mind. WhenS states a propositionP , S may
believe it (3a); or she may disbelieve it (3b); or she
may be unsure about it (there are no examples of this
in (1)–(6), but situations where a speaker makes a
statement despite not having an opinion on whether
it is true or not can occur). The situation forH is
even less clear:H may or may not believe thatS
is being honest, and he may or may not believe that
S is reliable. Hence,H may decide that althoughS
has claimedP she does not actually believe it; and
even if he does decide that she believes it, he may
regard her being unreliable (on, at least, the topic of

99



P ) so he may decide not to believe it anyway. And
as for whatS believes thatH will believe after she
has utteredP , the possibilities are almost boundless
. . . The only thing you can be reasonably sure of is
that so long asH was paying attention and the ut-
terance was not ambiguous thenH will know that
a claim was made, andhence that its preconditions
must have held(because that is what preconditions
are: a set of propositions that must held in order for
the action to be performable).

The only safe characterisation of a claim seems to
be as in Fig. 3

claim(S, H, P)
pre: bel(S, P) or bel(S,¬P) or bel(S, P or¬P)
effects:

Figure 3: Preconditions and effects of ‘claim’

The preconditions will hold so long asS has
thought aboutP (and so long asP is not something
paradoxical like the Liar Paradox). They do not hold
at all times for all speakers. Until you read the sen-
tence ‘Dan Holden hit some good first serves last
night’ it was not the case that you believed that this
sentence was either true or false, because you had
never thought about it before. Thus the precondi-
tions of this action are roughly equivalent to saying
thatS has the propositionP in her mind.

Given the extremely wide range of conclusions
thatH can come to, it seems safest not to say any-
thing about the effects of a claim. It would be fairly
pointless to say that the effects of a claim are either
H believesS believesP or H believes thatS does
not believeP or H believes thatS believes thatP is
false, and that eitherH believesP or H is agnostic
aboutP or H believesP is false. What we can say
is that if H realises thatS has claimedP then he
will be recognise thatS deliberately raised the topic
of P ’s truth value. In order to come to a conclusion
aboutwhy S should do this, he will have to come
to some view on S’s opinion ofP . In other words,
a claim is an invitation to verifybel(S, P) or bel(S,
¬P) or bel(S, P or¬P).

This will, of course, always be verifiable unless
P is a paradox, but the process of verification will
typically have side-effects. In particular,bel(S, P)
or bel(S,¬P) or bel(S, P or¬P) can be verified

by showing thatbel(S, P)holds, or by showing that
bel(S,¬P) holds. H ’s first move, then, will be to
investigatebel(S, P). S will know this, so if S does
believeP then if she also thinks thatH has a reason-
able model of her beliefs then she will conclude that
H will shortly have the propositionbel(S, P)avail-
able to him.

If, on the other hand,S believes thatP is false
then again assuming thatH has a reasonable model
of her beliefs she can assume that he will shortly
havebel(S,¬P)available to him. In other words, ifS
believes thatH ’s picture of her beliefs is reasonably
complete and reasonably accurate then by claiming
P she can bring eitherP or¬P to H ’s attention.

Given that linguistic acts are public, in the sense
that all the participants are aware that they have
taken place and that all the other participants are
aware of this, bothS and H will be aware that
H knows that one ofbel(S,P ), bel(S,¬P ) and
bel(S,Por¬P ) is true. However, this disjunction is
so uninformative that it amounts to an invitation to
H to try to work out which disjunct actually holds.
Furthermore,S knows that it is tantamount to such
an invitation, andH knows thatS knows this. Thus
the simple act of producing a highly uninformative
utterance in a public situation will lead bothS and
H to expect that they will both believe thatH will
try find out which of the disjuncts actually holds.

This allowsS to say‘I’m sorry they’re not good
enough’in a situation where both parties know that
S actually believes they are good enough.H will
try to check the preconditions ofS’s act of claiming
to be sorry about the situation. He will not man-
age to verify thatS is sorry about, but he can show
that she is not: the fact that she believes they are
good enough will clash with (A1), which says that
you can only actually be sorry about things that are
true. ThusS has brought to the fact that she does
not believe they are not good enough, whilst also
raising the possibility that she might have been, but
is not, sorry about something. She has done so in a
way that has forcedH to think about it, and to arrive
at these conclusions for himself, which is likely to
be more forceful and indeed more convincing than
if she had just asserted it. In other words, by saying
that she has sorry about something she has conveyed
the complex message that the proposition in ques-
tion is not true, and that she is not apologising for
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H ’s disappointment with the situation.

4 Conclusions

In the first part of the paper we explored the way
that the consequences of direct uses of a word like
‘Sorry’ can vary, depending on aspects of the propo-
sition under consideration. Saying that you wish
some state of affairs for which you are responsi-
ble and which adversely affects your hearer did not
hold has different consequences from saying that
you wish that some more neutral proposition were
true. The degree of (admitted) responsibility of the
speaker for the situation affects these consequences
– ‘I’m sorry I shrank your favourite jumper’carries
a different message from‘I’m sorry your favourite
jumper shrank when I did the washing yesterday’be-
cause of the indirectness of the causal link between
me and the shrinking in the second example. We
have all the machinery for accounting for examples
like these implemented, via a theorem prover which
can handle intensionality and which can effectively
ascribe beliefs to individuals. Clearly this relies on
background knowledge about everyday facts such as
the obsvervation that people generally dislike being
hurt (A7). We do not have a massive repository of
such general knowledge, and inspection of publicly
available sources such as CYC and ConceptNet sug-
gests that they generally omit such very basic facts,
presumably because they are so self-evident that the
are below the radar of the compilers. Nonethe-
less, there is nothing about such rules that makes
them particularly difficult to express, and we have no
doubt that if we had more general-knowledge of this
kind then we would be able to determine the conse-
quences of a wide range of literal uses of‘Sorry’.

The later discussion of indirect uses of‘sorry’
is more speculative: we have an implementation
of a planner which can use very underspecified ac-
tions descriptions of the kind in Fig. 3 by look-
ing for instantiations of such an action whichen-
tail some proposition in a particular situation, rather
than simply looking for actions whose effects match
the user’s goals, and we have used this to explore a
number of examples of ‘indirect speech acts’. There
is more work to be done here, but the kind of anal-
ysis we are looking at has the potential for handling
entirely novel uses of linguistic acts that approaches

that enumerate a fixed set of acts (e.g. (Austin, 1962;
Searle, 1969; Cohen and Perrault, 1979; Allen and
Perrault, 1980; Cohen et al., 1990) with detailed pre-
conditions and effects, would find more difficult. In
the same way that having a very simple definition of
‘sorry’ and allowing the different consequences to
emerge in the light of other information that is avail-
able in the situation lets us treat an open-ended set
of literal uses of this word, using a very simple no-
tion of linguistic act and allowing the different con-
sequences to emerge in different situations leads to
the possibility of accounting for entirely novel uses.
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