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Abstract

This paper presents our first attempt at con-
structing a Vietnamese-French statistical
machine translation system. Since Vietnam-
ese is an under-resourced language, we con-
centrate on building a large Vietnamese-
French parallel corpus. A document align-
ment method based on publication date, spe-
cial words and sentence alignment result is
proposed. The paper also presents an appli-
cation of the obtained parallel corpus to the
construction of a Viethamese-French statis-
tical machine translation system, where the
use of different units for Viethamese (sylla-
bles, words, or their combinations) is dis-
cussed.

I ntroduction

lation module for Vietnamese within ITS3, a

multilingual MT system based on the classical
analysis-transfer-generation approach. Nguyen
(2006) worked on Vietnamese language and
Vietnamese-French text alignment. But no com-
plete MT system for this pair of languages has
been published so far.

There are many approaches for MT: rule-based
(direct translation, interlingua-based, transfer-
based), corpus-based (statistical, example-based)
as well as hybrid approaches. We focus on build-
ing a Vietnamese-Frenclstatistical machine
translation (SMT) system. Such an approach re-
quires a parallel bilingual corpus for source and
target languages. Using this corpus, we build a
statistical translation model for source/target lan
guages and a statistical language model for target
language. Then the two models and a search
module are used to decode the best translation
(Brown et al., 1993; Koehn et al., 2003).

Over the past fifty years of development, ma- Thus, the first task is to build a large parallel

chine translation (MT) has obtained good resulfdlingual text corpus. This corpus can be de-
when applied to several pairs of languages suékribed as a set of bilingual sentence pairs. &t th
as English, French, German, Japanese, etc. HoRoment, such a large parallel corpus for Viet-
ever, for under-resourced languages, it still rdlamese-French is unavailable. (Nguyen, 2006)
mains a big gap. For instance, althougRrésents a Vletn_amese-French parallel corpus of
Vietnamese is the f4widely-used language in law and economics documents. Our SMT system

the world. research on MT for Vietnamese i¥vas trained using Vietnamese-French news cor-
very rare.’ pus created by mining a comparable bilingual
The earliest MT system for Vietnamese is théext corpus from the Web.
system from theLogos Corporation developed ~ Section 2 presents the general methodology of
as an English-Vietnamese system for translatif§ining @ comparable text corpus. We present an
aircraft manuals during the 1970s (Hutchinspverview of document alignment methods and
2001). Until now, in Vietnam, there are only fourse€ntence alignment methods, and discuss the
research groups working on MT for Vietnamesedocument alignment method we utilized, which
English (Ho, 2005). However the results are stiif based on publishing date, special words, and
modest. sentence alignment results. Section 3 describes
MT research on Viethamese-French occu@Ur experiments in automatically mining a multi-

even more rarely. Doan (2001) proposed a tran§2gual news website to create a Vietnamese-
French parallel text corpus. Section 4 presents
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our application to rapidly build Vietnamese-ever, this order is not always respected in a PDP

French SMT systems using the obtained parall&dee an example in Table 1).

corpus, where the use of different units for Viet

namese (syllables, words, or their combination)

< French document

Vietnamese document

discussed. Section 5 concludes and discusses
ture work.

2 Mining a comparabletext corpus

In (Munteanu and Daniel Marcu, 2006), the au
thors present a method for extracting parall¢

gual corpora. However this method is in need ¢
an initial parallel bilingual corpus, which is not
available for the pair of language Vietnamesg

Selon I'Administratio
F]%fionale du tourisme, le
voyageurs en provenance
I'Asie du Nord-Est (Japon
République de Corée,..
représentent33%, de I'Eu-
tope, 16%, de I'Amérique

gu Nord, 13%, d'Australie

. ... |et de Nouvelle-Zélandé%.
sub-sentential fragments from comparable bilin-

En outre, depuis le déb

He cette année, envirdh8
millions de touristes étrant
xgers ont fait le tour du Viet

nam, 78% d'eux sont venu

Trong & gan 2,8 tri¢u
5 luirot khach quic & d@én Viét
deNam i dau ndm dén nay,
,lirong  khéch d@én hing
Ydwong hang khéng dn
chiém chi dao Wi khaing
78%.

Piéu nay cho thy, dong
khach du fch chit liong
tcao dén Vit Nam &ing
nhanh.

Theo thng ké th khach
" quoc ¢ vao Vit Nam cho
Sthdy khéach Péng Bic A

French (in the news domain).

The overall process of mining a bilingual tex
corpus which is used in a SMT system typically, .. “des touristes riches :
takes five fOIIOWing StepS (Koehn, 2005) raWwvietnam.... ()xtréylia va Niu Dilan
data collection, document alignment, sentence chiém6%....
splitting, tokenization and sentence alignment. Table 1. An example of a French-Vietnamese
This section presents the two main steps: docu-  parallel document pair in our corpus.
ment alignment and sentence alignment. We also
discuss the proposed document alignmet2
method.

(Nhgt Ban, Han Quc)
-chiém i 33%, chau Au
chiém 16%, Bic My 13%,

Hoar avion.
Cela témoigne d'un a

Sentence alignment

From a PDPD1-D2 the sentence alignment
process identifies parallel sentence pairs (PSPs)
between two document®l and D2. For each
Let S1be set of documents in langudgk letS2 D1-D2, we have a set SenAlignmentD1-D2 of
be set of documents in langualg2. Extracting PSPs.
parallel documents or aligning documents from SenAlignment.p, = {“senl-sen2’| senl is
the two setsS1, S2can be seen as finding the zero/one/many sentence(s) in document D1,
translation documenD2 (in the setS2 of a sen2 is zero/one/many sentence(s) in docu-
documentD1 (in the setS1). We call this pair of ment D2, senl-sen2 is considered as a
documents D1-D2 a parallel document pair  PSP}.
(PDP). We call a PSRBenl-senalignment typem:n
For collecting bilingual text data for the twowhensenlcontainsm consecutive sentences and
setsS1, S2the Web is an ideal source as it i$en2containsn consecutive sentences.
large, free and available (Kilgarriff and Grefen- Several automatic sentence alignment ap-
stette, 2003). For this kind of data, various metlproaches have been proposed based on sentence
ods to align documents have been proposeéngth (Brown et al., 1991) and lexical informa-
Documents can be simply aligned based on thi@n (Kay and Roscheisen, 1993). A hybrid ap-
anchor link, the clue in URL (Kraaij et al., 2003)proach is presented in (Gale and Church, 1993)
or the web page structure (Resnik and Smitivhose basic hypothesis is that “longer sentences
2003). However, this information is not alwaysn one language tend to be translated into longer
available or trustworthyThe titles of documents sentences in the other language, and shorter sen-
D1, D2can also be used (Yang and Li, 2002), bueénces tend to be translated into shorter sen-
sometimes they are completely different. tences”. Some toolkits such as Hunaliggand
Another useful source of informatiasinvari-  Vanilla® implement these approaches. However,
ant words, such as named entities, dates, amby tend to work best when documeBts, D2
numbers, which are often common in news dataontain few sentence deletions and insertions,
We call these wordspecial words (Patry and and mainly contain PSPs of type 1:1.
Langlais, 2005) used numbers, punctuation, and
entity names to measure the parallelism between
two docum_ents. The ord_er of this information in http:/fmokk.bme.hu/resources/hunalign
document is used as an important criterion. HoW+ip:nl.jjs.siftelrivanilla/

2.1 Document alignment
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Ma (2006) provides an open source softwanee assume thdd2 is publishedch days before or
called Champollioh to solve this limitation. after D1. After filtering by publishing date crite-
Champollion permits alignment tyga:n (m, n=  rion, we obtain a subs&?2’ containing possible
0,1,2,3,3, so the length of sentence does not plajocument®2.
an important role. Champollion uses also lexical
information (lexemes, stop words, bilingual dic2.3.2 The second filter: special words
tionary, etc.) to align sentences. Champollion cgn .
easily be adapted to new pairs of languaged! OUr €ase, the special words amembersand

Available language pairs in Champollion ar@amed entitiesNot only numbersQ-9) but also

English-Arabic and English-Chinese (Ma, 2006)_attached symbolg$', ‘%', %0, °, "7 ...) are
extracted from documents, for example:

23 Our document a“gnment method “12.000$"; “13,45"; “50%";... Named entities
are specified by one or several words in which

Figure 1 describes our methodology for docuthe first letter of each word is upper case, e.g.

ment alignment. For each docum®&tt in the set “Paris’, “Nations Uniesin French.

S1, we find the aligned documeBt2 in the set ~ While named entities in languagéd are usu-

S2 ally translated into the corresponding names in
We propose to use publishing date, speciddnguagel2, in some cases the named entities in

words, and the results of sentence alignment td (such as personal names or organization

discover PDPs. First, the publishing date is usethmes) do not change 2. In particular, many

to reduce the number of possible docum&fts Vietnamese personal names are translated into

Then we use a filter based on special words coather languages by removal of diacritical marks

tained in the documents to determine the candsee examples in Table 2).

date documentsD2. Finally, we eliminate

candidates inD2 based on the combination of French Vieamese Yéﬁn'}i,‘?e?e
document length information and lexical infor- diacritic
mation, which are extracted from the results of Changed | Nations Lién Hop | Lien Hop
sentence alignment. Unies Quic Quoc
France Phéap Phap
52 Not ASEAN ASEAN ASEAN
changed [ Nong Duc| Néng Puc | Nong Duc
D1 D2 Manh Mganh Manh
Filter by publishing date Dien Bien | Dién Bién Dien Bien
(#n days) Table 2. Some examples of named entities in
}SZ, French-Viethamese.
Filter by S;ecial words All special wordsare extracted from document
(numbers+ named entities) D1. This givesa list of special words/,w, ... W,
S2” For each special word, we search in the S#t
4 documentsD2 which contain this special word.
Align sentences For each word, we obtain a list of documdbgs
{SenAlignnent,, ..}, D20S2” The documenb2 which has the biggest number
- v_ of appearance in all lists is chosen. It is the
F"ter(fggﬁ“%’;me”‘ document containing the highest number of spe-

cial words. We can find zero, one or several
documents which are satisfactory. We call this
{D1-D2}+{senl-senz} set of documents s82” (see in Figure 2).
Figure 1. Our document alignment scheme  The way that we use special words is different
) ) o from the way used in (Patry and Langlais, 2005).
231 Thefirst filter: publishing date We do not use punctuation as special words. We
use the attached symbols (‘$’, ‘%’, ‘%o, ...) with
the number. Furthermore, in our method, the or-
v?er of special words in documents is not impor-
ant, and if a special word appears several times
in a document, it does not affect the result.

We assume that the documdd? is translated
and published at mostdays after the publishing
date of the original document. We do not kno
whetherD1 or D2 is the original document, so

! http://champollion.sourceforge.net
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senl (in French) : ils ont échangé leurs opinions polir
parvenir a la signature de documents constituarttdae
v du développement et de I' intensification de lapésa-
Extract tion en économie en commerce et en investissenrent| a
special wordg que celles dans la culture le sport et le touri@nge les
tchhoose deux pays
I e max sen2 (in Vietnamese) : hai bénda tién_hanh traoddi dé
find wy in S2’' 1 doc1, doc3, docB Cpunt | docl: 1 time ky Ikt cac vin_hin lam @ sy cho véc mg_réng va
find w, in S2’' >} doc3, doc4, doc p| doc3: 3 times tang_arong quan_d hop_tac kinh_& thwong_mui
find ws in S2’ > doc3, doc5 | doc4: 1 time dau_trvan_hod tl¥_thao va du_jth giza hai nréc
> ! doc5: 3 times
———————————— ! Trangated words:
Ei 2 Usi ial d fi d | “échan-
igure 2. Using special woras to filter Ocumentbger:trao_dcfi" ;“base:c 00", “intensification:tang_aron
D2. g” ;“coopération:hgfp_téc",“économie:kinh_&’" ;. inves-
tissementfau_t.”,“sport:th é_thao” ; “tou-
2.3.3 Thethird filter: sentence alignments risme :du_ich” ; “pays:nudc”
Number of non-stop words senl 19
As mentioned in section 2.3.2, for each documeNiumber of non-stop words sen2 21
D1, we discover a se&82”, which contains zero, [Number of translated words 9
one or several documeril2. When we continue X 1-0/19=047 : x_,_9/21=043

to align sentences for each PDR-D2, we get a :
) ' Table 3. Example for calculating twi res X
lot of low quality PSPs. The results of sentence able 3. Examp ea?]dc)?zcu ating two scores

alignment allow us to further filter the documents
D2. After using three filters based on information
After aligning sentences, we have a set aff publishing date, special words, and the results
PSPs,SenAlignment p,, for each PDPD1-D2.  of sentence alignment, we have a corpus of
We add two rules to filter documerd. PDPs, and also a corpus of corresponding PSPs.
When D1-D2 is not a true PDP, it is hard toTo ensure the quality of output PSPs, we can
find out PSPs. So we note the number of PSPsdnntinue to filter PSPs. For example, we can keep
the set SenAlignment.p, by only the PSPs whose scores;(and x.,) are
card(SenAlignmept.p,). The number of sentencehigher than a threshold.
pairs which can not find their alignment partner )
(when senl or sen2 is “null”) is noted by 3 EXxperiments
nbr_omitted(SenAlignmentp,).
When nbr_omittel(SenAlignment,, ,) g » this 31
card(SenAgnment,, ,)
PDPD1-D2 will be eliminated. The basic unit of the Viethamese language is syl-
This first rule also deals with the problem ofable. In writing, syllables are separated by a
document length, sentence deletions and sentengite space. One word corresponds to one or
insertions. more syllables (Nguyen, 2006). Table 4 presents
The second rule makes use of lexical informaan example of a Vietnamese sentence segmented
tion. For each PSP, we add two scofesaindx,, into syllables and words.
for senlandsen2

Characteristics of Viethamese

number-of —translated-words—in - sen Viet,nameseusente,nce: Thénh Pb hy wng @ ‘?é” nhin
= - ! khaing 3 trigu khach dujth nséc ngoai trong gdm nay
number-of —words-in -sen | Segmentation in syllables: Thanh | pia | hy | wng | € |
Translated words are words having translatign#on | nhin | khaing | 3 | trigu | khach | du |ith | neoc |
equivalents in the other sentence. In this rule, vvggga' | irci_ng | @m | réayTh‘ ot [h .
: mentation in words: Thanh_p y_wng | €
do not take into account the stop words. Table F6n_nhin | khaing | 3 | tricu | khach. duth |
shows an example for calculating two SCOX@S | n,sc_ngoai | trong | &im | nay
andx,, for a PSP. Corresponding English sentence: The city is expected tp
In the second rule, when all PSPs 3e- receive 3 million foreign tourists this year
nAlignmeng,.o, have two scores , andx,, that ~ Table 4. An example of a Vietnamese sentence
are both smaller thap, this PDPD1-D2 will be segmented into syllables and words.
eliminated. This rule removes the low quality
PDP which creates a set of low quality PSPs.

In Vietnamese, words do not change their
form. Instead of conjugation for verb, noun or
adjective, Vietnamese language uses additional
words, such asrthizng’, “cac’ to express the plu-
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ral; “da’, “s¢” to express the past tense and the2. Classify documents by language (using
future. The syntactic functions are also deter- TextCaf, an n-gram based language identi-
mined by the order of words in the sentence fication).

(Nguyen, 2006). 3. Process and clean both Vietnamese and
_ French documents by using the CLIPS-Text-
32 Datacollecting Tk toolkit (LE et al., 2003): convert html to

text file, convert character code, segment
sentence, segment word. The resulting clean
corpora areS1 (for French) andS2 (for
Vietnamese).

In order to build a Vietnamese-French parallel

text corpus, we applied our proposed methodol-

ogy to mine a comparable text corpus from a

Vietnamese daily news website, théetnam

News Agency (VNA). This website contains 34  parameters estimation

news articles written in four languages (Vietnam-

ese, English, French, and Spanish) and divided @ur proposed document alignment method was

9 categories including “Politics - Diplomacy”, applied to the setS1andS2 extracted from the

“Society - Education”, “Business - Finance”,set $gv. To filter by publishing date, we as-

“Culture - Sports”, “Science - Technology”, sumed thah=2.

“Health”, “Environment”, “Asian corner’ and The second filter was implemented on the set

“World”. However, not all of the ViethameseS1land the new se82 which was created by re-

articles have been translated into the other thresoving diacritical marks from the s&2 (in the

languages. The distribution of the amount of datzase of Viethamese).

in four languages is shown in figure 3. The sentence alignment process was imple-
mented by using data from se84, S2and the
Champollion toolkit. We adapted Champollion to
Vietnamese-French by changing some parame-

mviemamese d0%  ters: the ratio of French word to Vietnamese
translation word is set to 1.2, penalty for align-
ment type 1-1 is set to 1, for type 0-1 to 0.8, for
type 2-1, 1-2 and 2-2 to 0.75, and we did not use
the other types (see more in (Ma, 2006)). After
using two filters, the result data is shown in Eabl

O Spanish 13%

OFrench 20%

BEnglish 27% 5. The true PDPs were manually extracted.
Figure 3. Distribution of the amount of data for Soey | - Number of documents: 1000
each language on VNA website. - Number of French documents: 173
Each document (i.e., article) can be obtained - Number of Vietnamese documents: 348

- Number of true PDPs: 129

via a permanent URL link from VNA. To date, S2" | - Number of found PDPs: 379

we have obtained about 121,000 documents |n ) Nﬂmbz gf rﬁ:js,nPDPs:Sizg

four languages, which agathered from 12 April - Precision = 34.04% , Recall = 100%
2006 to 14 August 2008; each document con- Taple 5. Result data after using two filters.
tains, on average, 10 sentences, with around 30

words per sentence. The third filter was applied in which was set
to (0.4, 0.5, 0.6, 0)7andp was set tod.1, 0.15,
3.3 Datapreprocessing 0.2, 0.25, 0.3, 0.35, 0.4The precision and recall

_ _ were calculated according to our true PDPs and
We splitted the collected data into 2 sets. Thﬁe F-measure (F1 score) was estimated.

development set, designated,es contained F-measur e
1000 documents, was used to tune the minifg a
system parameters. The rest of data, designaté 01]015| 02 025| 03] 035 04

STRAIN, was used as a training set, where the e '|'|Q,;1 0.69 | 071 | 071 | 060 | 0.48 | 0.36 0.21
mated parameters were applied to build the ent r%‘G 076 | 079 | 077 | 065 ] 052 ] 039 | 0.23
corpus. We applied the following pre-process te-——| %7/ | 083 | 082 | 0.70 | 0.56 | 0.41 | 0.26

07| 075 | 084 | 083 | 073 | 059 | 044 | 0.27
each set &v and Sgran: - : L
1. Extract contents from documents. Table 6. Filter result with different values of

andp on the $ey.

! http:/iww.vnagency.com.vn/ 2 http://ww.let.rug.nl/~vannoord/TextCat/
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From the results mentioned in Table 6, wenent sets according to the Moses condition (so

chosen=0.7 andf=0.15 the number of PSPs used in the training set dif-
fers slightly between systems). All words found
35 Miningtheentirecorpus are implicitly added to the vocabulary.
We applied the same methodology with the pasysiem| Direction| V/S2MESE 1S \pyr of pSPs
rameters estimated in section 3.4 to the sget segmented intp
Siran- The obtained corpus is presented in Tablesipy | BV Training: 47,081
7. Syllable | Developing: 198
Siran | - Number of documents: 120,218 SIVF VoF Tes.tlpg. 21p
- Number of French documents: 20,884 S2FV PV Training: 48,864
- Number of Vietnamese documents: Word Developing: 198
54,406 S2VF | V2F Testing: 210
Entire | - Number of PDPs: 12,108
corpus | - Number of PSPs: 50,322 Set- | Nbr. of vacab| 'VPr- of running
Table 7. The obtained corpus fromkSy. System | anguagd  (K) Words(/lg’”ab'ef
4 Application: a Vietnamese - French Trn LET 38.6 1783.6
statistical machine tranglation system S1FV \F/P 21'2 2192'5
S1VF | Dev - -
With the obtained parallel corpus, we attemptegd Vn 1.2 6.9
to rapidly build a SMT system for Vietnameser Tst [T 1.9 6.4
French. The system was built using the Moses \F/n 1.3 71
toolkit'. The Moses toolkit contains all of the Trn Vr 39.7 1893
. - n 33.4 1629
components needed to train both the translatipr52FV = 18 53
model and the language model. It also containsS2VF | Dev i 15 18
tools for tuning these models using minimum Fr 19 6.3
error rate training and for evaluating the transla- Tst 5 16 4.9
tzigr(;?r)esult using the BLEU score (Koehn et al., ™ Taple 8. Our four translation systems.

We obtained the performance results for those

4.1 Preparing data systems in Table 9. In the case of the systems
_ where Vietnamese was segmented into words,

From the entire corpus, we chose 50 PDPs (3e vietnamese sentences were changed back to
PSPs) for developing (Dev), 50 PDPs (384 PSPgjjiable representation before calculating the
for testing (Tst), with the rest PDPs (49,588 EU scores, so that all the BLEU scores evalu-

PSPs) reserved for training (Trn). ated can be compared to each other.
Concerning the developing and testing PSPs

we manually verified and eliminated low quality S1FV | SI1VF | S2FV | S2VF

PSPs, which produced 198 good quality PSPs foBLEU | 0.40 0.31 0.40 0.30

developing and 210 good quality PSPs for test- Table 9. Evaluation of SMTs on the Tst set.
ing. The data used to create the language mode

were extracted from 49,587 PSPs of the trainintcrg IThe BLEU. Scores foFrench to Vietnamese
set. anslation direction are around 0.40 and the

BLEU scores foVietnamese to Frenctransla-
4.2 Basdinesystem tion direction are around 0.31, which is encour-

aging as a first result. Moreover, only one
We built translation systems in two translatiomeference was used to estimate BLEU scores in
directions: French to Vietnamese %¥N) and our experiments. It is also interesting to notd tha
Vietnamese to French &YF). The Vietnamese segmenting Viethamese sentences into words or
data were segmented into either words or syllayllables does not significantly change the per-
bles. So we first have four translation system$ormance for both translation directions. An ex-
We removed sentences longer than 108mple of translation from four systems is
words/syllables from the training and developpresented in Table 10.

! http:/ivww.statmt.org/moses/
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Given a pair of parallel sentences

FR: selon le département de gestion des travaillg
a |I' étranger le gatar est un marché prometted
nécessite une grande quantité de travailleurs €
gers

VNsyl : theo @c quan ly lao dong ngoai méc cata
la thi truong day tiém ning va cé nhu au lon lao

used to estimate the BLEU score. The obtained

surgesults are presented in Table 11. Some perform-

r eainces are marked as X since those combinations

rarnof input and phrase table do not make sense (for
instance the combination of input in words and
syllable-based phrase table).

ddéng nréc ngoai Phrase-tables Input in syllable Input in word
VNword : theo mc quin_ly lao déng ngoai méc used Dev Tst Dev Tst
cata la th_truong ddy tidm_ning va cé nhu_au Ion Tsy 035| 031 X X
lao_dong nréc_ngoai Tword X X] 035 0.30
S1FV | Input FR Referenc®Nsyl 1W°f_‘:*_|_ 82; 821 5 :;(E 5 )3()
Output theo @c quin Iy lao dong ¢ nuoc TSV'+ _I_W‘”d 0.38 03 X X
ngoai phia cata la ¢ th% tnrc‘rngAdéy tiém T:j:rd +V_“|9Mr/ird 03 530 03d .30
Egrc])%iva an mit luong lon [aodgng nece Table 11: The BLEU scores obtained from com-
S2FR | InputFR Referency Nword bination of phrase-tables on Dev set and Tst set
o L (Viethamese to French machine translation).
Output theo ttbng_ké @a aic quan_ly
lao_dong ngoai moc cata la ot These results show that the performance can
thi_truongday tiem_ring va @n co sr16n | pe jmproved by combining information from
lwgng lao_dong nxdc_ngoai word and syllable representations of Vietnamese.
S1VF | Input VNsyl ~ Referencé-R (BLEU improvement from 0.35 to 0.38 on the
Output selon le département de gestion Dev set and from 0.31 to 0.32 on the Tst set). In
des travailleurs €trangers cata etait un marthe fyture, we will analyze more the combination
ché plein de potentialites et aux besoins ,¢ gyjjable and word units for Vietnamese MT
Importants travailleurs etrangers and we will investigate the use of confusion net-
S2VF | Input VNword ~ ReferencerR | works as an MT input, which have the advantage
Output: selon le département de gestion ¢ keep both segmentations (word, syllable) into
des travailleurs étrangers cata marché p einy same structure.
de potentialités et la grande travailleyrs
etrangers 4.4 Comparing with GoogIeTransIate1

Table 10 : Example of translation from systems.

4.3 Combining word- and syllable-based
systems

We performed another experiment on combi

We carried out the experiment on Mietnamese
to Frenchtranslation direction only. In fact, the

Moses toolkit supports the combination

phrase-tables. The phrase-tables of the syst
S1VF (Tgy) and system S2VF () were used.

Another phrase-table (4 was created fro

the Tuora, iN which all words in the phrase tabl

were changed back into syllable represent

(in this latter case, the word segmentation info
mation was used during the alignment proce

and the phrase table construction, while the

kept at the end remains the syllable). The comql-

nations of these three phrase-tables were

created (by simple concatenation of the phra
tables). The Vietnamese input for this experimen

Google Translate system has recently supported
Vietnamese. In most cases, it uses English as an
intermediary language. For the first comparative
ninevaluation, some simple tests were carried out.
$wo sets of data were useid: domain data set
set The latter was obtained from a Vietnamese-
]French bilingual websifewhich is not a news
é/vebsite. After pre-processing and aligning manu-
aWy, we obtained 100 PSPs in the out of domain
data set. In these tests, the Vietnamese data were
esegmented into syllables. Both data sets were
c;nputted to our translation systems (S1FV, S1VF)
éhd the Google Translate system. The outputs of
Google Translate system were post-processed
urigowercased) and then the BLEU scores were

stimated. Table 12 presents the results of these

(0)

m

ati

ests. While our system is logically better for in
d8main data set, it is also slightly better than
%?oogle for out of domain data set.

al

was either in word or in syllable representation.

As usual, the developing set was used for tuning

the log-linear weights and the testing set

W I http://translate.google.com
http://www.ambafrance-vn.org
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Direction BLEU score multi language machine translation projedtiet-
Our system Google namese Language and Speech Processing Work-
In domain F>V 0.40 0.25 shop.
(210 PSPs) | VOF 0.31 0.16 Hutchins, W.John. 2001Machine translation over
Out of domain| E>V 0.25 0.24 fifty years Histoire, epistemologie, langage: HEL,
(100 PSPs) | V>F 0.20 0.16 ISSN 0750-8069, Vol. 23, N° 1, 2001 , pages. 7-32.

Kay, Martin and Martin Roscheisen. 199Bext -
translation alignment Association for Computa-
tional Linguistics.

Kilgarriff, Adam and Gregory Grefenstette. 2003.

in this paper, we have presented our work on (1OHCLEn o e Specal e on e o s
mining a comparable Viethamese-French corp P P g ’ '

d f Vi = oehn, Philipp, Franz Josef Och and Daniel Marcu.
and our first attempts at Viethnamese-French ;g3 siatistical phrase-based translatioBonfer-

SMT. The paper has presented our documentence of the North American Chapter of the Asso-
alignment method, which is based on publication ciation for Computational Linguistics on Human

date, special words and sentence alignment re-Language Technology - Volume 1.
sult. The proposed method is applied to Vietnanioehn, Philipp. 2005.Europarl: A Parallel Corpus
ese and French news data collected from VNA. for Statistical Machine Translation Machine
For Vietnamese and French data, we obtained Translation Summit. . .
around 12,100 parallel document pairs anﬁoehn, Philipp, Hieu Hoang, Alexandra Birch, Chris
50,300 parallel sentence pairs. This is our first Callison-Burch, Richard Zens, Marcello Federico,
] Nicola Bertoldi, Brooke Cowan, Wade Shen and
xlem%m.?sgslz{_en(:h paralle_l bll;\:gual C‘?’Lpu;L\l/Eve Christine Moran. 200”Moses: Open Source Tool-
ave built Systems using oses._ e U kit for Statistical Machine TranslatiofProceedings
scores forFrench to Viethameseanslation sys- 4t the ACL.
tems andVietnamese to Fren_chanslation SYS- Kraaij, Wessel, Jian-Yun Nie and Michel Simard.
tems were 0.40 and 0.31 in turn. Moreover, 2003.Embedding web-based statistical translation
combining information from word and syllable models in cross-language information retrieval
representations of Vietnamese can be useful toComputational Linguistics, Volume 29, Issue 3.
improve the performance of Viethamese MT sys-E, Viet Bac, Brigitte Bigi, Laurent Besacier andd
tem. Castelli. 2003.Using the Web for fast language
In the future, we will attempt to increase the Medel construction in minority languagegu-
corpus size (by using unsupervised SMT for in,\-/I rospeech’03.

A i . a, Xiaoyi. 2006.Champollion: A Robust Parallel
stance) and investigate further the use of differen 1.y; sentence Alignet REC: Fifth International

Vietnamese lexical units (syllable, word) in a MT  conference on Language Resources and Evalua-

Table 12: Comparing with Google Translate.

5 Conclusionsand perspectives

SyStem. tion.
Munteanu, Dragos Stefan and Daniel Marcu. 2006.
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