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Abstract.

In this paper, we propose a new metho-
dology based on directed graphs and the
TextRank algorithm to automatically in-
duce general-specific noun relations from
web corpora frequency counts. Different
asymmetric association measures are im-
plemented to build the graphs upon
which the TextRank algorithm is applied
and produces an ordered list of nouns
from the most general to the most specif-
ic. Experiments are conducted based on
the WordNet noun hierarchy and assess
65.69% of correct word ordering.

1 Introduction
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In this paper, we are interested in dealing with
the second problem of the construction of an or-
ganized lexical resource i.e. discovering general-
specific noun relationships, so that correct nouns
are chosen to label internal nodes of any hierar-
chical knowledge base, such as the one proposed
in (Dias et al., 2006). Most of the works pro-
posed so far have (1) used predefined patterns or
(2) automatically learned these patterns to identi-
fy hypernym/hyponym relationships. From the
first paradigm, (Hearst, 1992) first identifiesed s

of lexico-syntactic patterns that are easily recog-
nizable i.e. occur frequently and across text genre
boundaries. These can be called seed patterns.
Based on these seeds, she proposes a bootstrap-
ping algorithm to semi-automatically acquire
new more specific patterns. Similarly, (Carabal-

lo, 1999) uses predefined patterns such as “X is a

Taxonomies are crucial for any knowledgekind of Y” or “X, Y, and other Zs” to identify
based system. They are in fact important becaudgpernym/nyponym relationships. This approach
they allow to structure information, thus fostero information extraction is based on a technique
ing their search and reuse. However, it is wefialled selective concept extraction as defined by
known that any knowledge-based system suffetRiloff, 1993). Selective concept extraction is a
from the so-called knowledge acquisition bottleform of text skimming that selectively processes
neck, i.e. the difficulty to actually model the dolelevant text while effectively ignoring surround-
main in question. As stated in (Caraballo, 1999)0g text that is thought to be irrelevant to the do
WordNet has been an important lexical knowmhain.
ledge base, but it is insufficient for domain sped more challenging task is to automatically learn
cific texts. So, many attempts have been made tfee relevant patterns for the hypernym/hyponym
automatically produce taxonomies (Grefenstettéelationships. In the context of pattern extraction
1994), but (Caraballo, 1999) is certainly the firsthere exist many approaches as summarized in
work which proposes a complete overview of thé€Stevenson and Greenwood, 2006). The most
problem by (1) automatically building a hierarWell-known work in this area is certainly the one
chical structure of nouns based on bottom-uproposed by (Snow et al., 2005) who use ma-
clustering methods and (2) labeling the intern&ihine learning techniques to automatically re-
nodes of the resulting tree with hypernyms frorklace hand-built knowledge. By using depend-
the nouns clustered underneath by using patter®dCy path features extracted from parse trees,
such as “B is a kind of A”. they introduce a general-purpose formalization
and generalization of these patterns. Given a
training set of text containing known hypernym
pairs, their algorithm automatically extracts use-
tribution-Noncommercial-Share Alike 3.0 Unported ful dependency paths and applies them to new

license  (http://creativecommons.org/licenses/by-neorpora to identify novel pairs. (Sang and Hof-
sa/3.0/). Some rights reserved.
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mann, 2007) use a similar way as (Snow et athe degree of generality of terms (Michelbacher

2006) to derive extraction patterns for hyet al.,, 2007). So, different asymmetric associa-
pernym/hyponym relationships by using weliion measures are implemented to build the

search engine counts from pairs of words emraphs upon which the TextRank algorithm is

countered in WordNet. However, the most interapplied and produces an ordered list of nouns,
esting work is certainly proposed by (Bollegaldrom the most general to the most specific. Expe-
et al., 2007) who extract patterns in two stepsiments have been conducted based on the
First, they find lexical relationships betweenWordNet noun hierarchy and assessed that 65%
synonym pairs based on snippets counts and ay-the words are ordered correctly.

ply wildcards to generalize the acquired knowl-

edge. Then, they apply a SVM classifier to de2 Asymmetric Association Measures

termine whether a new pair shows a relation of In (Michelbacher et al., 2007), the authors

synonymy or not, based on a feature vector %ﬁearly point at the importance of asymmetry in

lexical relationships. This technique could b?\latural Language Processing. In particular, we

applied to hypernym/hyponym relationships alZjleeply believe that asymmetry is a key factor for

though the authors do not mention it. . : :
On the one hand, links between words that resif 2" o "9 the degree of generality of terms. It
’ cognitively sensible to state that when some-

from manual or semi-automatic acquisition of> .
relevant predicative or discursive patterngrnt?ege;i;gﬁ Bu?o’wmeer?qii;rr]% l&?ﬁitth?ng:gp'
(Hearst, 1992; Carballo, 1999) are fine and accS— ) ' '

rate, but the acquisition of these patterns is-a t%&r:r;]m;n frllé'tosr \l/)valllria?wz Illietlziéoc;(s)??hgt(e) er:lllg'?s
dious task that requires substantial manual wor =D ' !

On the other hand, works done by (Snow et alah oriented a_ssocigtior_l bc_atwefeuit andmango
2005; Snow et al., 2006; Sang )én(d Hofmanii 7@ngo — fruit) which indicates thamango at-
2007; Bollegala et al., 2007) have proposed mggﬁi Tjg;e;réutmtthie;n:;L(J)l:eaﬁlrglzts;garg%o. aA;; e
thodologies to automatically acquire these paﬁenergl term t,rhaman o y

terns mostly based on supervised learning to IE— 90.

o .Based on this assumption, asymmetric associa-
verage manual work. However, training sets sti ption, asy
need to be built Ion measures are necessary to induce these asso-

ciations. (Pecina and Schlesinger, 2006) and

Unlike other approaches, we propose an unsfi- U
pervised methodology which aims at discoveringr an et al., 2004) propose ex_haustwe lists of as-
ociation measures from which we present the

general-specific noun relationships which can be

o : . ~asymmetric ones that will be used to measure the
assimilated to hypernym/hyponym relationship eéree of attractiveness between two nouns

detectiod. The advantages of this approach arg_ y. wheref(..). P(). P(..) andN are respec-

clear as it can be applied to any language or a Y, ; :
N : ely the frequency function, thmarginal prob-
domain without any previous knowledge, baseability function, the joint probability function dn

on a simple assumption: specific words tend t o total of diarams
attract general words with more strength than the 9 '

opposite. As (Michelbacher et al., 2007) state: sraun- Blanquet= F) _ O
“there is a tendency for a strong forward associa- max(f O+ O6Y), Fy)+1(x0y)

tion from a specific term likadenocarcinoma to PO P

the more general tergancer, whereas the asso- P<X’y>'09P7+P(X’y>'09P7,'

ciation fromcancer to adenocarcinoma is weak”. Jmeasure= max p(§(|y3) - p((;?{y)) @
Based on this assumption, we propose a metho- Pamlea e

dology based on directed graphs and the Tex-

tRank algorithm (Mihalcea and Tarau, 2004) to Confidence= maxP(xly).P(yix)] ®)

automatically induce general-specific noun rela-
tionships from web corpora frequency counts.
Indeed, asymmetry in Natural Language
Processing can be seen as a possible reason for

N.P(x,y)+1 N.P(x,y)+l:| @)

Laplace = max
N.P(x)+2 N.P(y)+2

Conviction = ma{w,w} (5)

) . . . ) P(xy)  P(xy)
We must admit that other kinds of relationshipsyrha

covered. For that reason, we will speak about gdner
specific relationships instead of hypernym/hyponseta-
tionships.
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P(yIx)=P(y) ’ P(xly)-P(x)
1-P(y) 1-P(x)

6) an hyponym of the previous set andte an
hypernym of the same set. The weights asso-
ciated to the edges have been evaluated by the
confidence association measure (Equation 3)
All seven definitions show their asymmetry bybased on web search engine cotints

evaluating the maximum value between two hy-
potheses i.e. by evaluating the attractionxof
upony but also the attraction gf uponx. As a
consequence, the maximum value will decide the
direction of the general-specific association i.e.

x—vy)orfy— X).

growth and growth rate are synonymsisometry
CertaintyFactor = max[ jl

Addedvalue = maxdP(y[x)~P(y),P(xly)-P(x)] )

3 TextRank Algorithm

Graph-based ranking algorithms are essential-
ly a way of deciding the importance of a vertex
within a graph, based on global information re-
cursively drawn from the entire graph. The basic
idea implemented by a graph-based rankiné:
model is that of voting or recommendation.
When one vertex links to another one, it is basi-

cally casting a vote for that other vertex. Thesigure 1 clearly shows our assumption of gene-
higher the number of votes that are cast for a vaijity of terms as the hypernymate only has
tex, the higher the importance of the verteXncoming edges whereas the hyponisometry
Moreover, the importance of the vertex castingnjy has outgoing edges. As a consequence, by
the vote determines how important the vote itserplying a graph-based ranking algorithm, we
is, and this information is also taken into accouryjy, at producing an ordered list of words from
by the ranking model. Hence, the score asSghe most general (with the highest value) to the
ciated with a vertex is determined based on thgost specific (with the lowest value). For that
votes that_ are cast for it, and the score of the V&urpose, we present the TextRank algorithm pro-
tices casting these votes. posed by (Mihalcea and Tarau, 2004) both for

Our intuition of using graph-based ranking algounweighted and weighted directed graphs.
rithms is that more general words will be more

likely to have incoming associations as they wilB.1  Unweighted Directed Graph
be associated to many specific words. On the For a given verten let In(V)) be the set of

opposite, specific words will have few incomin ertices that point to it, and I€wt(V,) be the set
associations as they will not attract general wor%;s{ vertices that vertey, ’points to. The score of a
(see Figure 1). As a consequence, the voting Risrtex V, is defined in Equation 8 whexkis a
radigm of graph-based ranking algorithms Shou'&amping factor that can be set between 0 and 1
give more strength to general words than specifigich has the role of integrating into the model

ones, i.e. a higher voting score. the probability of jumping from a given vertex to
For that purpose, we first need to build a directeghofher randgm \}erteF;( irg the gré.gh
graph. Informally, ifx attracts moregy thany at-

tractsx, we will draw an edge betweerandy as )
follows (x — y) as we want to give more credits ;)= @-d)+d XVID%(:W o] *Sv;) )
to general words. Formally, we can define a di- )

r_ected graph G =2\ E) with the set of vertice¥ 3.2 Weighted Directed Graph

(in our case, a set of words) and a set of efiges
whereE is a subset 0¥xV (in our case, defined In order to take into account the edge weights,
by the asymmetric association measure val@new formula is introduced in Equation 9.
between two words). In Figure 1, we show the

directed graph obtained by using the set of words

V = {isometry, rate of growth, growth rate, rate}

randomly extracted from WordNet wherate of % We used counts returned by http://www.yahoo.com.
4dis usually set to 0.85.

ig. 1. Directed Graph based on synset #13153426 df
growth, growth rate) and its direct hypernymte) and
hyponym {sometry).
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B w; synsets (the hypernym synset, the seed synset
W) = ) lej%(:v,) 3w W) @ and the hyponym synset), a list of constraints can
WSt v)) be established i.e. all words of the hypernym

set must be more general than all the words of

After running the algorithm in both cases, a sco n
d g ﬁg seed synset and the hyponym synset, and all

is associated to each vertex, which represents i 4s of th q b
“importance” of the vertex within the graph. No-IN€ Words of the seed synset must be more gener-
| than all the words in the hyponym synset. So,

tice that the final values obtained after TextRan :

runs to completion are not affected by the choidk We take the synsets presented in Table 1, we
of the initial values randomly assigned to the vefcan define the following set of constraintsaig
tices. Only the number of iterations needed fgr9rowth rate, rate > rate of growth, growth rate >
convergence may be different. As a consequend@?mﬁry’ rate of growth > |sqmetry}.

after running the TextRank algorithm, in both itd"? Order to evaluate our list of words ranked by
configurations, the output is an ordered list Oqlne_levgl of generallty against the WordNet cate-
words from the most general one to the modorization, we just ne_ed to measure the propor-
specific one. In table 1, we show both the listHon of constraints which are respected as shown

with the weighted and unweighted versions dff Equation (10). We caltorrectness this meas-
the TextRank based on the directed graph shoWf®:

in Figure 1. #of commonconstraint
correctness = - (10)
Unweighted Weighted WordNet #of constraint
V) | Word | WV) | Word | Categ.] Word | £qp axample, in Table 1, all the constraints are
0.50 rate 0.81 rate Hyper. rate . .
growth growth growth respected for both weighted and unweighted
027 “rate | 944 | Trae | SYNSe] e graphs, giving 100% correctness for the ordered
rate of rate of rate of lists compared to WordNet categorization
0.19 growth 0.26 growth Synset growth p g .
0.15 | isometry 0.15 isometry | Hypo. | isometry 4.2 Clustering

Table 1.TextRank ordered lists.
Another way to evaluate the quality of the or-

The results show that asymmetric measurekering of words is to apply hard clustering to the
combined with directed graphs and graph-basedbrds weighted by their level of generality. By
ranking algorithms such as the TextRank arevidencing the quality of the mapping between
likely to give a positive answer to our hypothesishree hard clusters generated automatically and
about the degree of generality of terms. Morghe hypernym synset, the seed synset and the hy-
over, we propose an unsupervised methodologypnym synset, we are able to measure the quality
for acquiring general-specific noun relationshipsof our ranking. As a consequence, we propose to
However, it is clear that deep evaluation i§¢l) perform 3-means clustering over the list of

needed. ranked words, (2) classify the clusters by level of
) generality and (3) measure the precision, recall
4  Experiments and Results and f-measure of each cluster sorted by level of

Evaluation is classically a difficult task in generality with the hypernym synset, the seed

Natural Language Processing. In fact, as hum nset and the hyponym synset.

evaluation is time-consuming and generally Sug'hoer lt(rﬁefgztstZISK(;r\i’:ﬁmufﬁ :Es m_gﬁnzsglt%aﬁ:ﬁn of
jective even when strict guidelines are provide 9

measures to automatically evaluate experimerﬁé}"mcu'ar’ we bootstrap the k-means by choosing

must be proposed. In this section, we proposee initial means as follows. For the flrs_t mean,

three evaluation measures and discuss the respve\'((?—Choos‘e the weight (the sqore) of the first word

tive results. In"the TextRank generated list _of words. For_ the
second mean, we take the weight of the middle

4.1 Constraints word in the list and for the third mean, the weight

of the last word in the list.

cl‘—for the second task the level of generality of

each cluster is evaluated by the average level of

WordNet can be defined as applying a set
constraints to words. Indeed, if wowd is the
hypernym of wordk, we may represent this rela-
tion by the following constraing > x, where > is
the order operator stating thatis more general
thanx. As a consequence, for each set of threp:/nitk.sourceforge.net/
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generality of words inside the cluster (or saidelated. It is defined in Equation (14) whetés
with other words by its mean). the distance between every pair of words in the
For the third task, the most general cluster anist ordered with TextRank and the reference list
the hypernym synset are compared in terms of#hich is ordered according to WordNet or the
precision, recall and f-measure as shown in EqM¥eb andn is the number of pairs of ranked
ation (11), (12) and (13) The same process iswords.

applied to the second most general cluster and

the seed synset, and the third cluster and the hy- po1- 6 df ”
ponym synset. n(n?-1)
__ Clustern Synset In particular, the Spearman’s rank correlation
precision = ——— (11) .. .
[Cluster coefficient is a number between -1 (no correla-
tion at all) and 1 (very strong correlation).
recall = I Synset 12 4.4 Experiments
|Synset

In order to evaluate our methodology, we ran-

petecall precison dorr_1|3/3 extrac_ted 800 seed synsets for which we

f - measure =~ @3) retrieved their hypernym and hyponym synsets.
precision-+recall For each seed synset, we then built the associated

directed weighted and unweighted graphs based
4.3 Rank Coefficient Test on the asymmetric association measures referred

The evaluation can be seen as a rank test f@.in section 2and ran the TextRank algorithm

tween two ordered lists. Indeed, one way to evi? Produce a general-specific ordered lists of

luate the results is to compare the list of gererdf™S:

specific relationships encountered by the TeX 41 Results by Constraints

tRank algorithm and the original list given by

WordNet does not give an order of generalit ctness for all seven asymmetric measures, both
inside synsets. In order to avoid this problem, wi" the unweighted and weighted graphs.

can order words in each synset by their estimated _
frequency given by WordNéas well as their Equation Type of Graph Correctness
frequency calculated by web search hits. An eX- Braun-Blanquet |——rweighted 05.68%
f . . . Weighted 65.52%
ample of both ordered lists is given in Table 2 fgr Unweighted 60.00%
the synset #6655336 and its immediate hyper- Jmeasure Weighted 60.34%
nyms and hyponyms- ) Unweighted 65.69%
Confidence -
Weighted 65.40%
WordNet Estimated FrequengyWeb Estimated Frequency Unweighted 65.69%
Category Word Category Word Laplace Weighted 65.69%
H)ép?]rsne)-/tm St:rlg\/?t Hépirsngtm ste;ter:‘ent Conviction Unweighted 61.81%
Sznset reply Sinset res?)‘c)xi,se Weighted 63.39%
Synset response Synset answer Certainty Factor Unweighted 05.59%
Hyponym rescript Hyponym | feedback Weighted 63.76%
Hyponym feedback Hyponym rescript Unweighted 65.61%
Table 2. Estimated Frequency ordered lists for synset Added Value Weighted 64.90%
#6655336. Baseling’ None 55.68%

Table 3.Results for the Evaluation by Constraints.
For that purpose, we propose to use the Spear-
man’s rank correlation coefficient (Rho). TheThe best results are obtained by the Confidence
Spearman’s Rho is a statistical coefficient thaind the Laplace measures reaching 65.69% cor-
shows how much two random variables are cor-

8 We guarantee 98% significance level for an erfod.05
® Where Clustern Synset means the number of wordsfollowing the normal distribution.

common to both Synset and Cluster, and |Synset| afdhe probability functions are estimated by the Maxm
|Cluster| respectively measure the number of wandtheé Likelihood Estimation (MLE).

Synset and the Cluster. 2 The baseline is the list of words ordered by with fre-

" We use WordNet 2.1. quency (without TextRank).
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rectness. However, the Braun-Blanquet, the Cenur approach performs better at higher levels of
tainty Factor and the Added Value give resultgenerality.

near the best ones. Only the J measure and the

Conviction metric seem to perform worst. Equation Graph Precision  Recall F-measure
It is also important to note that the difference Braun- | Unweighted| 59.38 37.38 45.88
between unweighted and weighted graphs |isBlanquet | Weighted 58.75 39.35 47.14
marginal which clearly points at the fact that the j measure |-UnWweighted] 46.49 | 37.00 | 41.20
topology of the graph is more important than its Weighted | 47.19 | 41.90]  44.38
weighting. This is also confirmed by the fact that Confidence|—oweidhted] 5920 | 37.30, 4577

fth . f lik Weighted 58.71 39.22 47.03
most of the asymmetric measures perform alike Unweighted|  59.50 37.78 45.96

Weighted 59.50 37.78 45.96
Unweighted 50.07 35.88 41.80
In Table 4, we present the results of precision Weighted 52.72 40.74 45.96
recall and f-measure for both weighted and un- Certainty | Unweighted| 5590 | 38.29 | 4545
weighted graphs for all the seven asymmetrijc_Factor | Weighted | 51.64 | 4293 | 46.88
measures. The best precision is obtained for theAdded | Unweighted] 5626 | 37.90] 45.29
weighted graph with the Confidence measure— 24 1 b\fveg]héed | Ssﬁlh 4°'°9| 4|7'48
evidencing 47.62% and the best recall is also able 5.Results at the hypernym leve.
obt_alned by the Confld_ence measure also for thez ation Graph Procisioh  Recall Fmeasure
weighted graph reaching 47.68%. Once agaif, graun- | Unweighted|  43.05 37.86 4029
the J measure and the Conviction metric performpianquet | weighted | 46.38 33.14 38.66
worst showing worst f-measures. Contrarily, th Unweighted|  40.82 | 43.72 42.22

Laplace

4.4.2 Results by Clustering

Conviction

4%

Confidence measure shows the best performancé™®*""®| weighted | 4398 | 3380]  38.28
in terms of f-measure for the weighted graph, i.€..  djencel Unweighted|  43.03 37.67 40.17
47.65% while the best result for the unweighted Weighted 46.36 33.02 38.57
graphs is obtained by the Certainty factor with |apace |U0Weighted] 4310 | 387781  40.27
46.50%. Weighted 43.10 37.78 40.27

P | Unweighted|  40.36 38.02 39.16
These results also show that the weighting of theconviction Weighted 12,60 26.39 3259

graph plays an |mportan't issue in our methodql D= Certainty | Unweighted| 44.28 | 40.87 1251
gy. Indeed, most metrics perform better With racior [ weighted | 4414 | 4070 | 42.35

weighted graphs in terms of f-measure. Added | Unweighted|  44.21 40.74 42.40
Value Weighted 45.78 32.90 38.29
Equation Graph Precision| Recall | F-measure Table 6. Results at the seed level.
Braun- Unweighted 46.61 46.06 46.33
Blanquet Weighted 47.60 47.67 47.64 Equation Graph Precision Recall F-measure
Unweighted 40.92 40.86 40.89 Braun- Unweighted 37.39 62.96 46.92
J measure Weighted 42.61 43.71 43.15 Blanquet | Weighted 37.68 70.50 49.12
Confidence Unw.eighted 46.54 46.02 46.28 I measure UnW_eighted 35.43 41.87 38.38
Weighted 47.62 47.68 47.65 Weighted 36.69 55.33 44.12
Laplace Unw.eighted 46.67 46.11 46.39 Confidence UnW_eighted 37.38 63.09 46.95
Weighted 46.67 46.11 46.39 Weighted 37.79 | 70.80 49.27
- Unweighted | 42.13 41.67 41.90 Unweighted 3740 | 63.11 46.97
Conviction - Laplace -
Weighted 43.62 43.99 43.80 Weighted 37.40 63.11 46.97
Certainty | Unweighted | 46.49 46.52 46.50 Conviction Unweighted 35.97 50.94 42.16
Factor Weighted 44.84 45.85 45.34 Weighted 35.54 64.85 45.92
Added Unweighted 46.61 46.59 46.60 Certainty | Unweighted 39.28 60.40 47.60
Value Weighted 47.13 47.27 47.19 Factor Weighted 38.74 53.92 45.09
Table 4.Results for the Evaluation by Clustering. Added Unweighted| 39.36 61.15 47.89
Value Weighted 37.39 68.81 48.45
In Table 5, 6 and 7, we present the same results Table 7.Results at the hyponym level.

as in Table 4 but at different levels of anaIySi?ndeed the precision scores go down from

i.e. precision, recall and f-measure at hyperny
L 9.50% at the hypernym level to 39.36% at the
seed and hyponym levels. Indeed, it is importaijt ponym level with 46.38% at the seed level.

to understand how the methadology performs e same phenomenon is inversely true for the
different levels of generality as we verified tha'%ecall with 42.93% at the hypernym level,
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43.72% at the seed level and 70.80% at the hlg-is interesting to note that in the case of thebw
ponym level. estimated list, the weighted graphs evidence
This situation can easily be understood as mastuch better results than the unweighted ones,
of the clusters created by the k-means present thghough they do not show improved results
same characteristics i.e. the upper level clusteompared to the WordNet list. On the one hand,
usually has fewer words than the middle levahese results show that our methodology is capa-
cluster which in turn has fewer words than thele to map to WordNet lists as easily as to Web
last level cluster. As a consequence, the recalllists even that it is based on web frequency
artificially high for the hyponym level. But on counts. On the other hand, the fact that weighted
the opposite, the precision is high for higher legraphs perform best, shows that the topology of
vels of generality which is promising for the authe graph lacks in accuracy and needs the appli-
tomatic construction of hierarchical thesauri. Ineation of weights to counterpoint this lack.
deed, our approach can be computed recursively
so that each level of analysis is evaluated as if4-2
was at the hypernym level, thus taking advantage An important remark needs to be made at this
of the good performance of our approach at upoint of our explanation. There is a large ambi-
per levels of generality. guity introduced in the methodology by just
looking at web counts. Indeed, when counting
4.4.3 Results by Rank Test the occurrences of a word lilemswer, we count
For each produced list, we calculated thall its occurrences for all its meanings and forms.
Spearman’s Rho both with WordNet and Welfor example, based on WordNet, the ward
Estimated Lists for weighted and unweightedwer can be a verb with ten meanings and a noun
graphs. Table 8 presents the average results foith five meanings. Moreover, words are more

Discussion

the 800 randomly selected synsets. frequent than others although they are not so
general, unconfirming our original hypothesis.
_ Type of Rhowith Rho with Look'ing at Table 2feedback is a clear e_xamp_le
Equation Graph WNetEst. | Web Est. of this statement. As we are not dealing with a
_ list list single domain within which one can expect to
B?;Z‘:E;t Uvr\‘/"gzﬁgzd 00;;8 00;’)0 see the “one sense per discourse” paradigm, it is
Unweighted 0.23 019 clear that the Rho cpe_szluent wo_uld not be as
J measure Weighted 027 027 good as expected as it is clearly biased by “incor-
‘ Unweighted 038 030 rect” counts. One direct implication of this com-
Confidence ™ cighted 039 0.39 ment is the use of web estimated lists to evaluate
Laplace Unweighted 0.38 0.30 the methodology. _ _
Weighted 0.38 0.38 Also, there has been a great discussion over the
Conviction |—Jnweighted 0.30 0.22 last few months in the corpora ffSwhether one
Weighted 0.33 0.33 should use web counts instead of corpus counts
Certainty | Unweighted 0.38 029 to estimate word frequencies. In our study, we
Factor Weighted 0.35 0.35 clearly see that web counts show evident prob-
Added Value Uvr\'/"gzﬁgzd 8_‘2’; gég lems, like the ones mentioned by (Kilgarriff,
— None 014 0.14 2007). However, they cannot be discarded so

Table 8. Results for the Spearman’s rank correlation €asily. !n particqlar, we aim at looking at web
coefficient. counts in web directories that would act as spe-

o ) _ _ cific domains and would reduce the space for
Slmllarly to what we evidenced in section 441amb|gu|ty Of course, experiments with well-

the J measure and the Conviction metric are t%own corpora will also have to be made to un-
measures which less seem to map the correct grstand better this phenomenon.

der by evidencing low correlation scores. On the
other hand, the Confidence metric still gives th6 Conclusions and Future Work

best results equally with the Laplace and Braun- _
Blanquet metrics. In this paper, we proposed a new methodology

based on directed weighted/unweighted graphs
and the TextRank algorithm to automatically in-

M This will be studied as future work.
2 The baseline is the list of words ordered by witb fne-
quency. 3 Finalized by (Kilgarriff, 2007).
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duce general-specific noun relationships from putational Linguistics (COLING 1992), pages 539-
web corpora frequency counts. To our know- 545.

ledge, such an unsupervised experiment has N@ywarriff, A. 2007. Googleology is Bad Science.
er been attempted so far. In order to evaluate ourComputational Linguistics 33 (1), pages: 147-151.

results, we proposed three different evaluatio,olichelbacher L Evert. S. and Schiitze. H. 2007

metrics. 'I_'he resglts_ obtained by using seven Asymmetric Association Measures. In Proceedings
asymmetric association measures based on Wel:" o Recent Advances in Natural Language

frequency counts showed promising results Processing (RANLP 2007).
reaching levels of (1) constraint cohererufe inal R and T b 20 Rank: Bringi
65.69%, (2) clustering mapping of 59.50% irvinalcea, R. and Tarau, P. 200AxtRank: Bringing

- Order into Texts. In Proceedings of the Conference
terms of precision for the hypernym level and . :

. on Empirical Methods in Natural Language

42.72% on average in terms of f-measure and (C-’;)ProceS;iOng (EMNLP 2004), pages 404_411_9 g
ranking similarity of 0.39 for the Spearman’s . ’ o
rank correlation coefficient. Peqlng, P. and Schlesinger, P. Z(Il)ﬁmbmmg Asso-
As future work, we intend to take advantage of Ciation Measures for Collocation Extraction. In
the good performance of our approach at the Proceedings of the International Committee of
hypernym level to propose a recursive process to Computational Linguistics and the Association for
. . Computational Linguistics (COLING/ACL 2006).
improve precision results over all levels of gene- P J ( )
rality. Riloff, E. 1993.Automatically Constructing a Dictio-

Finally, it is important to notice that the evalua- .T?grz fgfr :QLOEZSZ?‘tﬁ“&gﬁé‘;’gﬁif"&?eigc%?]dAr
tion by clustering evidences more than a simple . == : )
evalugtion of thegword order, but shows how trrl)is tificial Intelligence (AAAI 1993), pages 811-816.
approach is capable to automatically map clu$ang, E.J.K. and Hofmann, K. 200&utomatic Ex-

ters to WordNet classification. traction of Dutch Hypernym-Hyponym Pairs. In
Proceedings of Computational Linguistics in the

Netherlands Conference (CLIN 2007).
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