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Abstract

This paper presents a method to integrate
multiple  reordering  strategies in
phrase-based statistical machine
translation. Recently there has been much
research effort in reordering problems in
machine translation. State-of-the-art
decoders incorporate sophisticated local
reordering strategies, but there is little
research on a unified approach to
incorporate various kinds of reordering
methods. We present a phrase-based
decoder which easily allows multiple
reordering schemes. We show how to use
this framework to perform distance-based
reordering and HIERO-style (Chiang
2005) hierarchical reordering. We also
present two novel syntax-based reordering
methods, one built on part-of-speech tags
and the other based on parse trees. We will
give experimental results using these
relatively easy to implement methods on
standard tests.
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latter by language models and distortion models.
It is, in most cases, the latter, the search for the
correct word order (which source segment to be
translated next) that results in a large
combinatorial search space. State-of-the-art
decoders use dynamic programming based
beam-search with local reordering (Och 1999,
Tillmann 2000). Although local reordering to
some degree is implicit in phrase-based
decoding, the kind of reordering is very limited.
The simplest distance-based reordering, from the
current source position, tries to defer the
translation of the next words (1< n< N, N the
maximum number of words to be delayed). N is
bounded by the computational requirements.

Recent work on reordering has been on trying to
find “smart” ways to decide word order, using
syntactic features such as POS tags (Lee and Ge
2005) , parse trees (Zhang et.al, 2007, Wang et.al.
2007, Collins et.al. 2005, Yamada and Knight
2001) to name just a few, and synchronized CFG
(Wu 1997, Chiang 2005), again to name just a
few. These efforts have shown promising
improvements in translation quality. However,
to use these features during decoding requires
either a separate decoder to be written or some

Given an input source sentence and guided by &d-hoc mechanisms to be invented to incorporate
translation model, language model, distortion them into an existing decoder, or in some cases
model, etc., a machine translation decoder(Wang et. al. 2007) the input source is
searches for a target sentence that is the bedire-ordered to be decoded monotonically.
translation of the source. There are usually two

aspects of the search. One tries to find targefKanthak et. al. 2005) described a framework in
words for a given source segment. The otherwhich different reordering methods are
searches for the order in which the sourcerepresented as search constraints to a finite state
segments are to be translated. A sosegeent automata. It is able to compute distance-based
here means a contiguous part of the sourceand ITG-style reordering automata. We differ
sentence. The former is largely controlled by from that approach in a couple of ways. One is
language models and translation models and théhat in (Kanthak et. al. 2005), an on-demand
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reordering graph is pre-computed which is thenother types of decoding in a unified and

taken as a input for monotonic decoding. Wedisciplined way. In the decoder, each hypothesis
compute the reordering as the sentence is beingarries with it a sequence of source segments to
decoded. The second is that it is not clear how tdbe decoded at the current time step. After the
generate the permutation graphs under, sayproduction module translates these segments and
HIERO-type hierarchical constraints, or other after beam pruning is applied to all the

syntax-inspired reorderings such as those basettypotheses produced at this time step, the
on part-of-speech patterns. Our approach differshypotheses go back to the reordering module
in that we allow greater flexibility in capturing a which determines the next source segments to be
wider range of reordering strategies. translated. This process continues until all source

words are translated.

We will first give an overview of the framework

(82). We then describe how to implement four One can think of the reordering module as a black
reordering methods in a single decoder in §3. §4b0x whose sole responsibility is to determine the
presents some Chinese-English results on théext sequence of source segments to be translated.
NIST MT test sets. It also shows results on webGiven this separation, the reordering module can

log and broadcast news data. be implemented in whichever way and the
changes in it do not require changes to any other

2 Reordering in Decoding modules in the decoder. There can be a suite of
such modules, each exploring different features

2.1 Hypothesis and implementing different search schemes. A

, reordering module that implement basic
The process of MT decoding can be thought of asyisiance-based reordering  will take two

a process of hypothesizing target tranSIat'onS'parameters, the number of source words to be

Given'an ‘T‘p“t source sentence of length L, theskipped and the window size that determines
decodmg_ IS _done segment by segment. Awhen the skipped words must be translated. A
segment is simply an n-word source chunk, o, gering module that is based on HIERO rules
where 1< n< L. Decoding finishes when all i take the library of HIERO rules and select
source chunks are translated (some source wordg,e sybset that fire on a given input sentence. The
that have no target translations can be thought ofnoqyle will use this subset of rules to determine
as being translated into a special token NULL). the source translation order. A parse-inspired
The decoder at this point outputs its best eordering module will take an input parse tree
hypothesis. and based on either a trained model or
hand-written rules decide the next source
sequence to be translated. As long as all the
In order to facilitate various search strategies, areordering modules are written to a common
separation of duty is called for. The decoder isinterface, they can be separately written and
composed of two major modules, a reordering maintained.

module and a production module. The reorderingFigure 1 shows an example of how three
module decides which source segment to bereordering modules can be incorporated into a

2.2 Hypothesiswith reorderings

translated next. The production module single decoder. The input source is. $.,.
produces the actual translations for a given [skp=2 Distance-baseq _| :;
segment. Although most of the start-of-the-art [window=3 corderng o

decoders have these two modules, they arerg ;o -7, x7] [HERC-based ﬂ_}mducmn
nevertheless tightly coupled. Here they are | g1gox->t112k | ReoeMg sy Module

separated. This separation does not compromise
the search space of the decoder. Hypotheses th a%\ Parse-based s1
are explored in the traditional way are still | /\" §ne1 sn e Reordening [ 82
explored in this framework. This separation is 5152 s3
essential if one were to design a decoder that Figure 1. Reordering module example

incorporates phrase-based, syntax-based, and

Sn—
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Each reordering module has its own resources?) or we can go back and translate either of the

and parameters which are shown on the left sidefirst 2 skipped words:

Each reordering module produces a vector of c3)1010000000

next source positions. The production module c4)0110000000

takes these positions and produces translations

for them. It is clear that the search space easily blows up
with large skip and window-width values.

3 Reordering Modules Therefore, a beam pruning step is performed after

partial hypotheses are produced at every time

In this section, we describe four reordering tep

modules implementing different reordering
strategies. The framework is not limited to these
four methods. We present these four to
demonstrate the ability of the framework to
incorporate a wide variety of reordering methods.

3.2HIERO Hierarchical Reordering

In this section we show an example of how the
Hiero decoding method (Chiang 2005) can be
implemented as a reordering module in this
framework. This is not meant to show that our
MT decoder is a synchronous CFG parser. This
is a conceptual demonstration of how the Hiero
rules can be used in a reordering module to
controlled by 2 parameters: decide the source translation order and thus used
el _p ' in a traditional phrase-based decoder. This

Skip = number of words whose . )

) module uses the Hiero rules to determine the next
translations are to be delayed. Let us call these b lated. Th lei
wordsskipped words. s?]grce segmle_:n;[] to be tr?ns ated. T e'gxamphe is

WindowWidth (ww) = maximum Chinese-Englis translation. Consider the

number of words allowed to be translated beforefouowIng Chinese senter_me (word p03|t!on and
. . English gloss are shown in parentheses):
translating the skipped words.

BRI (1. Australia)i (2. is) 5(3. with) b5
This reordering module outputs all the possible (4. North Korea)fi (5. have) }4Z(6. diplomatic
next source words to be translated according torelation) 1t (7. NULL) /b (8. few) & % (9.
these two parameters. For illustration purposescountry).> —(10. one of)
let us use a bit vect® to represent which source
words have been translated. Thus those that haveéuppose we have two following Hiero rules:
been translated have value 1 in the bit vector, and® KAJIE X - Australia X (1)
those un-translated have 0. As an example, letgé X Z— - is one of X (2
skip = 2 and ww = 3, and an input sentence of ) ,
length = 10. Initially, all 10 entries of B are 0. At 1he left-hand-side of Hiero rules are source
the first time step, only the following are possible Phrases and the right-hand-side is their English
next positions: translation and the Xs are the non-terminals

3.1 Distance-based Skip Reordering

This is the type of reordering first presented by
(Brown et.al. 1993) and was briefly alluded to in
the above ntroduction section. This method is

a)1000000000: translaféviord whose extent is determined by the source input
b)0100000000 : skip! word against which the rules are tested for matching.
©)0010000000 :' skijand 2° words A rule fires if its left-hand-side matches certain

segments of the input.
At the next time step, if we want to continue the _. i . .
path of c), we have these choices: Given the above Chinese input and the two Hiero
1) we can leave the first 2 words open and rules, the Hiero decoder as described in (Chiang
continue until we reach 3 words (because ww=3)2005) will produce a partial - hypothesis
c1)0011000000 Australia is one of” by firing the two rules
c2)0011100000 during parsing (see Chiang 2005 for decoding
details). We will show how to decode in the
Hiero paradigm using the framework.
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[1,10]
The reordering module first decides a source
segment based on rule (1). Rule (1) generates a [1,1] [2,10]
sequence of source segments in term of source
ranges: <[1,1],[2,10]>. This means the source 22 [1010] [A49]
segment spanning range [1,1] (Wordd LA/ australia ‘ ‘
/Audtralia) is to be translated first, and then the A
remaining segment spanning range [2,10] is to be
translated next. This is exactly what rule (1) Figure 2. Hiero-style decoding
dictates where A #/iF corresponds to source
[1,1] in thereordering module’s output and tke  generates partial hypotheses which are the leaves
is [2,10]. The range [1,1], after being given to the in the figure. In other words, the partial
production module, results in the production of a hypotheses are generated by traversing the tree in
partial hypothesis where the targ@ustralia” is Figure 2 in a left-to-right depth-first fashion.
produced. The task now is to translate the next
source range [2,10]. At this point, the reordering 3.3 Generalized Part-Of-Speech-based
module generates another source segmenReordering
according to rule (2) where the Ktfand-side %
X 2 is matched against the input and three The aim of a generalized part-of-speech-based
corresponding source ranges are found which aréeordering method is to tackle the problem of
[2,2] (/i9),[4.9] (X), and[10,10] (= —foneof).  long-range word movement. ~ Chinese is a
According to rule (2), this source sequence is toPre-modification language in whlch_the modifiers
be translated in the order f2,2] (is), [10,10] pr_ecede the head. The _foIIowmg is an example
(oneof), and therj4,9] (X). Therefore the output With English gloss  in parentheses. The
of the reordering module at this stage is prepcitional m(_)dlfler _bn the table" follows the _
<[2,2],110,10],[4,9]>. This would then go on to _head .The book" in English (3.3b), bgt. precedes it
be translated and results in a partial hypothesis td" Chinese (3.3a). When the modifiers are long,
“« Australiais one of”. Thus “Australia is one of” word-based local reordering is inadequate to
is a partial production which covers source Nandle the movement. X
segments [1,1] [2,2] and [10,10] in that order. 3.3a. #(table) I2(on) HI(NULL) -F(book)
Note that the source segments decoded so far are 3.3b. the book on the table
not contiguous and this is the effect of long-range
reordering imposed by rule (2). The next stage is

AT i i e X in ble_ 2 Sompared o thse methods, ns. approac i
: ' %ightweight in that it requires only part-of-speech

will fire and the decoding sequence these rules . : . .
dictate will be realized by the reordering module (POS) tagging on the source side. The |_dea s to
capture general long-distance distortion

in the form of source ranges. This process can henomena by extracting reordering patterns
also be viewed hierarchically in Figure 2. ph . y 9 9gp
using a mixture of words and part-of-speech tags

In Figure 2 the ranges (the bracketed numbers)on the source side. The reordering patterns are
9 g tracted for every contiguously aligned source

are source segments and the leaves are Englisﬁx : . :
productions. Initially we have the whole input segment in the following form:

sentence as one range [1,10]. According to rule source sequence - target sequence

(1), this initial range is refined to be

<[1,1],[2,10]>, the 2’ level in Figure 2. The Both the source sequence and the target
[2,10] is further refined by rule (2) to generate sequence are expressed using a combination of
the 3% level ranges[2,2],[10,10] ,[4,9]> and the ~ source words and POS tags. The patterns are
process goes on. Ranges that cannot be further ‘generalized’ not only because POS tags are used
refined go into the production module which but also because variables or place-holders are

is one of

There have been several approaches to the
problem some of which are mentioned in 81.
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allowed. Given a pair of source and target
training sentences, their word alignments and | SrcPOS Source Target
POS tags on the source, we look for any | 1 NNP 4141 1.WTO
contiguously aligned source segment and extract 2P X/ 2 made
word reordering patterns around it. Figure 3 i
shows an example. 3.NNP i 3.a
4CC 5H 4.decision
Shown in Figure 3 are a pair of Chinese and | 5.NNP 3[H 5.0N
English sentence, the Chinese POS tags and thg 6.DEG [¥] 6.the
word alignment indicated by the lines. When | 7.NN Jx {4y 7.anti-dumping
multiple English words are aligned to a single | g NN 2%} g.dispute
Chinese word, they are grouped by a rectangle for oV i 9 between
easy viewing. Here we have a contiguously 10NN 7o 10 Canada
aligned source segment from position 3 to 8. ' 11‘ and
Using the range notation, we say that source 12.the
range [3,8] is aligned to target range [6, 14]. Let 3 United
X denote the source segment [3,8]. The source 14 State

verb phrase (at positions 9 and 10) occur after X
whereas the corresponding target verb phrase Figure 3. Chinese/English Alignment Example
(target words 2,3, and 4) occur before the
translation of X (which is target [6,14]). We thus

extract the following pattern: Source Seq.| TargetSef;. Count P(tseq
JXVN o VN /X (1) |sseq)
. - 1 | XDEGNN | XDEGNN| 861 0.198
where the lefthand side ¥/ X V N’ is the source > TXDEGNN | XNNDEGI 1322 | 0.305
word sequence and the rignd sideV N v/ X 3 | XDEG NN | NNDEG X| 2070 0477
is the target word sequence. Thénthe pattern [ 4 | X DEG NN | NN X DEG| 10 0.002
is meant to represent a variable, to be matched pg | X DEG NN | DEG NN X| 52 0.012

a sequence of source words in the test data wheé@ | X DEG NN | DEG X NN| 22 0.005
this pattern fires during decoding. Note that the7 | f X vv I AYAY 15 0.118
pattern is a mixture of words and POS tags.8 | {j X vV WV i1 X 112 0.882
Specifically, the word identity of the preposition] 9 | mhyxvw [ww FH X | 2 0.041

X} (position 2) is retained whereas the contentio | 4 x vv HX VWV | 47 0.959
words (the verb and the noun) are substituted by
their POS tags. This is because in general, for the
reordering purpose the POS tags are good class
representations for content words whereas!n the table, we see that when the preposition is
different prepositions may have different word H (rows 7 and 8, translatiorby), then the
order patterns so that mapping them all to a singleswapping is more likely (0.882 in row 8). When
POS P masks the difference. Examples of the preposition i$il’4 (rows 9 and 10 translation:
patterns are shown in Table 1. because), then the target most often stays the
In Chinese-English translation, the majority of same order as the source (prob 0.959, last row).
the reorderings occur around verb modifiers

(prepositions) and noun modifiers (usually 3.4 Parse-based L exicalized Reordering

around the Chinese part-of-speech DEG as inpart-of-speech reordering patterns as described in
position 6). Therefore we choose to extract only §3.3 are crude approximation to the structure of
these 2 kinds of patterns that involve a the source sentence. For example, in the source
preposition and/or a DEG. In the example above,pattem ‘X DEG NN, the variable X can match a

Table 1. Pattern examples

there are only 2 such patterns: source segment of arbitrary length which is
XXVN - VN X (1) followed by ‘DEG NN'. Although it does
Xi: DEG X, — X, DEG X; 2 capture very long range movement as a result of
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X matching a long segment, it often searchesdone to the post-position LC. Figure 4d is the

unnecessarily for those segments that areconstruction in Chinese that turns an SVO word

implausible matches to X.  The goal of the order into SOV and here we want VP2 to precede
pattern ‘X DEG NN’ is to capture the its object NP.

premodification phenomenon in Chinese where

X is to match a modifier. Parse trees are good afThe reordering rules are written using the leaves
capturing these structures. A parse tree is showrn the parse tree, in other words, the lexical items.
in Figure 4a using notation from Chinese In the rules below, we use the bracketed label [L]

Treebank CHTB5 (nodes with same label areto mean the leaves it covers, so [NP] means the
numbered for easy reference). leaves under NP. The reordering rules for the 4

The node CP has 2 children, first of which is an Structures are:

IP and second is the word whose POS is DEG NP (Figure 4a): [NP2] [DEG] [IP]
This tree denotes a big NP (top node NP1) whose’ P (Figure 4b): [VP2] [PP]*
head is the rightmost NP (NP2). The IP under the” P (Figure 4c): [P] [LC] [L*]

CP is the modifier. Given this tree, we can easily BA (Figure 4d): [VP2] [NP]

tell the span of the modifier IP.

NP1 Figure 5 is an example of rule 4a.
ST~ NP1
CP NP2 VP1 _—
/N CF NPZ
/\
IP DEG PP VP? — T~
P DEG ‘
4a. NP rule 4b. VP rule 0 N5 i 6. Z 4
op ADVP VP ull case
VP1 | T
P 18R 2.17%#% NP
P LCP BA 1= malicious violate =~ _—"~__
P 3 4. )z
L* LC NP VP2 consuner interest
4c. PP rule 4d. BA rule

Figure 5. Lexical example of NP rule
Figure 4. Source parse trees to be reordered

Parse trees represent the whole structure of th&hinese words and their English gloss are written
entire sentence. Not every structure is of interestat the leaves. The correct English translation is
to the reordering problem. In a way similar to “cases of malicious violation of consumer
that used in part-of-speech-pattern extractioninterests’. The DEG in the tree signals that the
(83.3), we restrict our attention to four kinds of preceding IP is the modifier of the head NP2,
structures, the first of which is NP involving a Given this tree, the reordering rule is [NP2]
DEG (as in Figure 4a.) The other three are in[DEG] [IP] (see 4a) which will be written in the
Figure 4b, 4c, and 4d. In Figure 4c, the label L* form
means any node, sometimes it is a CP, sometimes source sequence - target sequence
an IP, and so on.

which is realized as the following (the indices are
Figure 4b captures the pneodification in case of  for easy reference and are not in the actual rule)
a VP where PP modifies VP2 in Chinese and1.%& 223k 334 %3 4850 5.0 6.6 -
needs to be swapped when ftranslating into6. %4 5.1 1&& 242500 374 % 445
English. Figure 4c is the case where there are
both pre-position (P) and post-position (LC) in The first three of these structures are explored in
the Chinese. In English, there are only (Wang et.al. 2007). The crucial difference is that
pre-positions and therefore something must bein (Wang et.al. 2007), the reordering rules for

66



these structures are used as a hard decision tBor partof-speech reordering patterns, we use
pre-order the source. Here the rules are used tthe 3259 hand alignments contained in
extract reorder patterns which are used as ar.DC2006E93. We build a MaxEnt Chinese POS
integral part of the decoder. The reorderingtagger and tagged the Chinese side of this data.
module not only proposes the next sourceThe tagger achieves 92% F-measure on the 10%
segment according to the reordering patterns buheldout data of CHTB5. We then extracted
also proposes monotone choices. This is becauseeordering patterns according to the procedure
first, the parser is errorful. In this work, we use described in 83.3. A total of 788 source patterns
the Stanford Parser (Levy and Manning 2003). were extracted. It is a small pattern set because
On the last 929 sentences of CHTB5, the parseof our specific extraction criteria described in
achieves 81% label F-measure on true CHTB583.3. At decoding time, an average of 15-20
word segmentation and drops to 65% on systenpatterns fire on a single sentence. We use the
segmentation using the Stanford CRF Segmenteunigram probabilities of the rules as shown in
(Tseng et.al. 2005). The second reason to let th@able 1to score the rules.
decoder choose between reordering and . ,
. For parse-based lexical reordering rules, we run
monotone is other modules such as phrase table

and target LM can have an influence on the or derﬁ.'e Stanford parser on the test set and extract the

: . lexicalized patterns. The number of patterns of
choice too, especially when both reorder and : .
) . —each test set is shown in Table 2. The reordered
monotone are acceptable as in the following

rules are assigned a value of 0.9 and the

example: monotones are assigned a value of 0.1
CH: Z(my/mine/l/me) /#/DEG/null) 74(book) T
Englishl: my book (monotone) Test Set # Sentences # Lex.Patterng
English2: the book of mine (reorder) MTO3 919 4,824

MTO4 1,788 13,639
Since the Chinese has a DEG, our reordering rujeVL (LDC2006E34) | 550 3,261
will prefer to swap but monotone is often correct| BN (LDC2006E10) | 2,069 12,492

In cases like these we let the other models, such
as TM and LM, to also have a say in deciding the
outcome. The reordering module will present The results on the NIST MT test sets MT03 and

Table 2. Test data statistics

both choices to be produced. MTO4 utilizing 4 references are in shown in
Table 3. The results of the weblog and broadcast
4 Experiment Results news data are shown in Table 4 where there is 1

We run our experiments on NIS reference for each set. The confidence intervals
Chinese-English MT03 and MT04 and also on in these experiments are betwa€n2 and+0.16.

weblog (WL) and broadcast news (BN) data. This means the variations in rowssf Table 3

The WL and BN test sets are held-out data from&'€ ~ Not statistically significant. Th?
LDC-released parallel training data. WL data is part-of-speech based reordering shows marginal

from LDC2006E34 and BN is from improvement. We see significant improvement
LDC2006E10. The metric reported is cased ' Using parse-based reordering rules.
BLEUN4 4-gram BLEU (Papineni et.al. 2001) . Cased-BLEWand | ™T03 T MToa
We train HMM alignments in both direction to

Skip0 (monotone)| 0.2817 0.302

get source-to-target and target-to-sourc
probabilities. We have a smoothed 5-gran Skip = 1; WW=2 | 0.2854| 0.3024
Skip =2; WW =3| 0.2878 0.306

English LM built on the English Gigaword
Skip =3; WW =4| 0.2903] 0.308

corpus and the English side of the
Chinese-English parallel corpora distributed by Skip =4; WW =5| 0.2833 0.309
Generalized POS| 0.306p 0.3182

LDC from year 2000 to 2005.
For distancésased skip reordering (83.1) we Parse-based Lex 03231 03250
WindowWidth values. Table 3. NIST MT03 and MT04 Results

= (U

N[O OB |WIN|F-

S i e Y

experimented with four sets of skip and
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Center under contract No. NBCH2030001 and

Cased-BLEW1n4 | Weblog | Broadcast News Defense Advanced Research Projects Agency
SkipO (monotone) 0.0656 0.0858 under contract No. HR0011-06-2-0001. The
Generalized POS| 0.0694 0.0878 views and findings contained in this material are
Parse-based Lex| 0.0862 0.1135 those of the authors and do not necessarily reflect

the position or policy of the U.S. government and

Table 4. Weblog and BN results . .
g no official endorsement should be inferred.
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