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Abstract

In this paper, we present improved word-
level confidence measures based on poste-
rior probabilities for children’s oral reading
continuous speech recognition. Initially we
compute posterior probability based confi-
dence measures on word graphs using a
forward-backward algorithm. We study
how an increase of the word graph density
affects the quality of these confidence
measures. For this purpose we merge word
graphs obtained using three different lan-
guage models and compute the previous
confidence measures over the resulting
word graph. This produces a relative error
reduction of 8% in Confidence Error Rate
compared to the baseline confidence meas-
ure. Moreover the system operating range
is increased significantly.

Introduction

acoustic models due to the great variability

children’s speech. Oral reading tracking syste
use a speech recognizer to determine whethert
child has read a known passage correctly. Su
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of restrictive language model can make rejection of
errors difficult and leads the system to consider
misread words as correct. We apply confidence
measures to the recognized words as a basis for
detecting words that have been misread or skipped.

Previous work has shown (Wessel, 2001) that
confidence measures based on word posterior
probabilities estimated over word graphs
outperform alternative confidence measures (Kemp,
1997) such as acoustic stability and hypothesis
density. In the following discussion we will take
advantage of this technique in order to obtain word
level confidence estimates in the context of
children’s speech reading tracking.

2 Posterior Probability Based Confidence
Measures

SONIC (Pellom, 2001), the continuous speech rec-
ognizer used in this work, is able to output the re
sults of the first-pass decoding process in thefor
of word lattices. Each of these lattices can be con
sidered as an acyclic, directed, weighted word
raph, and used (Hacioglu, 2002) during the de-
oding process to calculate word posterior prob-
bilities. This calculation is carried out by the-f
ard-backward algorithm considering edges as

MIMM-like states, where emission probabilities are

I acoustic models scores and transition probabili
between links are obtained from the trigram

s
systems often cope with lack of adequate acousP - - )
models by taking advantage of very tight Ianguagéi;nguage model used. Taking these posterior prob

models that reflect what the child is supposedeto ké

reading. A recognizer for a reading tracking syste s, is a word hypothesis starting at tirs@nd

was developed in this context (Hagen, 2006) ip_ .. : . T :
which the single best scoring hypothesis from tEndlng at times andp([w:s.d|x. ) is the posterior
t

ilities attached to each word on the graph we
stimate the following confidence measures, where

X , : robability for the hypothesis worav for the
recognizer is used as the hypothesis for what t oustic observation sequengk
child read. Comparing these hypotheses against the
hand transcriptions for the speech yields a Wore [wsd) =
Error Rate around 10% when tested on 3rd, 4th ano( '

5th grade children. However, the use of this kind
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C.([ws @) = ws 8 D 2.1 Score normalization
(581057 g0 One of the characteristics of children’s oral regdi
(2) is the propagation of errors due to repetitions of
Cos(Ws @ = > Hws ® D text segments, self-corrections and other kinds of
(s &5+ 9 < & disfluencies. We compensate for these events by

doing the following normalization over the confi-

3 .
®) dence measures applied to each word. The parame-

— T
CreallW s &) = W;ﬁ,]: dwsH 3 tersu and/ are estimated on a development set dis-
s s%ﬁse-u(; siey tinct from the testing set to avoid over-adaptation

@ (W s, €) =2 Gl Wa 8 i8] +

Cra[Wi's @) = max > gwsd 3 AC (W, $, €]) + (L= 1= 2) Gl Wy $2 1€1)
Enax X S
a3 Gl d) & o< B
(6)
(5)

In (1) posterior probabilities are taken directly2.2 Experimental results
as a confidence measure for a word hypothesis.

However, previous work (Wessel, 2001) has dem- ;
- : posed of the CU Prompted and Read Chil-
onstrated that this measure of confidence does rf En's Speech Corpus (Cole, 2006), the OGI Kid's

give satisfactory results. The reason is that t )
: : L peech corpus (Shobaki, 2000) and the CU Read
fixed starting and ending time frames of a hypothé:’nd Summarized Story Corpus (Cole, 2006). Chil-

sis word strongly determine the paths involved i ren’s acoustic models are estimated from over 62
the calculation of the forward-backward probabili- )
P urs of audio from the CU Prompted and Read

ties. The following confidence measures calculat hildren's Speech Corpus. the OGI Kids' speech

(2), (3), (4) and (5) take advantage of the faat,th
G - orpus grade K through 5, and data from 1st and
usually, word hypotheses with similar starting an Hd graders found in the CU Read and Summa-

ending time frames represent the same word a d st c Confid
therefore makes sense to consider the summatioh® ory Lorpus. Lontidence measures are
valuated on the 106 3rd, 4th and 5th graders from

of the posterior probabilities of these words as .
confidence measure. The differences between thé CU Read and Summarized Story Corpus_.
To evaluate the performance of the confidence

consist basically of how word hypotheses are se- . ,
lected to be used in the posterior probability acc measures applied we use the confidence error rate

. ER), defined as the number of incorrectly as-
mulation process. In (2) word hypotheses th P ' o
overlap in time are considered, this procedure ha@ngd tagds d'}’fe%gﬁth? ttr(])talbnun:_ber of rtecog-
been shown to perform very well as a confidendg#€d Wordas. 1he of thé baselin€ system 1S
measure but suffers from a lack of normalizatioﬁalcmated by dividing the number of insertions and

since the summation of the accumulated posteri VbSt'tf[’r:'onéE%/ éhe nu dmber ?:] retcognlze?hworgisla
probabilities over all different words on a singl Ince he epenas on the tagging thresho
elected, as well as the acoustic and language

time frame no longer sums to one. To cope with )

this drawback (3), (4) and (5) are used. In all dpodel scaling factors, these parameters are ad-
them, the posterior probability accumulation procJ-USted nﬁ(tj ?.n the test corpus but on a different
ess is carried out over all different hypothesea ofCross-valldation corpus.

word with at least one time frame in common.

Note that while Csec, Cmed and Cmax weleConfidence Measure CER Error reduction

We present experimental results on a corpus

proposed on (Wessel, 2001) Cmed’ is a variation Baseline 9.70% 0.00%
of Cmed in which only words with the same first C 9.24% 4.74%
or last fr'ame are take_n into account in the paster Coec 8.05% 17.01%
probability accumulation process. Cmed’ perfornfs Cored 8.11% 16.39%
slightly better than Cmed in terms of Confidenc] Corca 8.08% 16.70%
Error Rate as can be seen in Table 1 Co 8.05% 17 01%
Chorm 7.93% 18.25%
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Table 1. Confidence error rates and error reductiograph density has a clear impact on the quality of
confidence measures and therefore it is necessary

Table 1 summarizes the CER for the confidenae adjust the WGD in order to get the best confi-

measures applied. It can be seen that while wogiénce error rates.

posterior probabilities used directly as a confmen  To cope with this problem we generate word

measure don't perform well, the normalized vergraphs using the following language models.

sion of Cyax performs better than the others. 1) The original trigram adapted language model

that produces the best output in terms of WER.

] 2) A trigram language model without adaptation.

100

I I
su:,[,,[,,‘r Ii:‘k:ki,k,,‘k,i_, 3) A bigram language model without adaptation.

R A A N R R For each utterance we take the three word
1 graphs generated and merge them into one graph,
| and then we use it to estimate the confidence
R measures over the hypothesis generated. During
Ty the posterior probability accumulation process,
T/ Tt T hypotheses coming from different graphs are

0- ) --F--F-—-r-——-r-—~-r-—-r-——-f~-——~ 1

c weighted differently. From now we refer to this

I
I
i i i T T T T
I I I I I I I
W/ - - - - - - -~ —{—=—Cmax|
I I I I I I I
1 1 1 1 1
1 2 6 7

Correct Acceptance Rate (%)

——Coom confidence measure @erge

False Acceptance Rate (%)

: . : - Crergd[W S @) =0 Goyagaped [ WSIBF
Figure 1. Receiver operating characteristic (ROC ol 9 o b

curves. max@rigram)([w S ¢) +(1—O'_ﬁ) %ax()igram)([ w SE

As can be seen in Figure 1, tlg,, measure 7
also has the best performance for the ROC. NoteAfter doing the merging process we also do a
that correct acceptance is tagging a correct werd score normalization as described in 2.1.

correct and false acceptance is tagging an indorrec _
word as correct. 3.1 Experimental results

. . We conducted experiments with two configura-

3 Increasing Word Graph Density to Im-  {jons; in the first one we build a word graph merg-
prove the Quality of Confidence Meas- ing word graphs obtained with language models 1
ures and 2. In the second configuration we build a word
raph that merges all three language models in or-
er to increase the graph density further. The re-
Its are shown in Table 2. Increasing the word

During the decoding process an adaptive la
guage model is used due to the fact that words t

are likely to be spoke_n next can be anticipate aph density does provide better performance of
based upon the words in the text that are curren

. ) " " e confidence estimation measure. The ROC
being read. For this purpose position-sensitive trf: rves shown in Figure 2 also demonstrate that the
gram language models are obtained (Hagen, 2ooc@nﬁdence measures generated from the more
partitioning the training text into overlapping re4ense graphs perform better
gions. After decoding each utterance, the position- '
sensitive language model that gives a higher pr

b= Confidence Error

ability to the last recognized words is selected f0  peasure WGD | CER | pojuction
the first pass decoding of the subsequent utterant€  gaseline 6.45| 9.70%  0.00%
This results in a very low perplexity languagg Coom 6.45 | 7.93% 18.25%
model. ' - -

. . . .| Crerge(config. 1) [ 16.64 [ 7.51% 22.58%
The main problem when estimating posteri M Coenc(Confio. 2) | 32.79] 7.44%  23.30%

probability based confidence measures over a wd — .
graph generated using a very tight language mong‘:T‘bIe 2. Word graph densitiy (WGD), confidence

is the low word graph density, defined as the worg ror rate (CER) an_d error reduction respect the
hypotheses per spoken word. Previous work (Wege‘-;"esel.'ne for the cpnﬁd_ence measures applied using
sel, 2001; Fabian, 2003) has shown that the wotd€ different configurations.
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In the first configuration, the value feri.e., the 5 Future Work
weight applied to the hypotheses coming from the _ -
word graph obtained with language model 1, that The current work uses posterior probabilities of
yields the best performance is in the range of_(o_yvords to generate conflde_nt_:e scores that are _used
0.77), while the weighting value for hypothese£° make accept/reject decisions on _the words in a
coming from the graph obtained with |anguagBYDOtheSIS produced by the recognizer. In a read-
model 2 is in the range of (0.23-0.3). In the sacoring tracker, the final goal is to estimate whether
configuration, the values far, p and (ta-5), that words in the reference string were read correctly.
yield the best performance are in the range e will apply the confidence measures estimated
(0.650.7), (0.150.2) and (0.10.15). These values for the words in the speech recognition output as
ated with smoother languages models must wgords in the reference string were read correctly.
weighted less during the posterior probability ac-
cumulation process in order to obtain satisfactofgeferences

results. R. Cole, P. Hossom, and B. Pellom. University ofdZo
S rado prompted and read children's speech corpus.
I SO S SO I O SN S M Technical Report TR-CSLR-2006-02, University of
g N | e Colorado, 2006.
§ o - L 737”3”73”737”3”73”73”” . Cole and B. Pellom. University of Colorado rean
I A S R N N . summarized story corpus. Technical Report TR-
R I 1 A R R O L N B R CSLR-2006-03, University of Colorado, 2006.
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S .l N A — Probability Based Confidence Measures,” in Proc.
o ”L”L”L”L”L”L+zme<wnwumﬂow | 8th Eur. Conf. Speech, Communication, Technology,
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