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Abstract

Markov order-1 conditional random fields
(CRFs) and semi-Markov CRFs are two
popular models for sequence segmenta-
tion and labeling. Both models have ad-
vantages in terms of the type of features
they most naturally represent. We pro-
pose a hybrid model that is capable of rep-
resenting both types of features, and de-
scribe efficient algorithms for its training
and inference. We demonstrate that our
hybrid model achieves error reductions of
18% and 25% over a standard order-1 CRF
and a semi-Markov CRF (resp.) on the
task of Chinese word segmentation. We
also propose the use of a powerful fea-
ture for the semi-Markov CRF: the log
conditional odds that a given token se-
guence constitutes a chunk according to
a generative model, which reduces error
by an additional 13%. Our best system
achieves 96.8% F-measure, the highest re-
ported score on this test set.

Introduction

each token aBEGIN or CONTINUATION, or accord-

ing to some similar scheme. CRFs using this tech-
nique have been shown to be very successful at the
task of Chinese word segmentation (CWS), start-
ing with the model of Peng et al. (2004). In the
Second International Chinese Word Segmentation
Bakeoff (Emerson, 2005), two of the highest scor-
ing systems in the closed track competition were
based on a CRF model. (Tseng et al., 2005; Asa-
hara et al., 2005)

While the CRF is quite effective compared with
other models designed for CWS, one wonders
whether it may be limited by its restrictive inde-
pendence assumptions on non-adjacent labels: an
orderM/ CRF satisfies the ordevf Markov as-
sumption that, globally conditioned on the input
sequence, each label is independent of all other
labels given theM labels to its left and right.
Consequently, the model only “sees” word bound-
aries within a moving window of\/ + 1 charac-
ters, which prohibits it from explicitly modeling
the tendency of strings longer than that window
to form words, or from modeling the lengths of
the words. Although the window can in principle
be widened by increasindy/, this is not a practi-
cal solution as the complexity of training and de-

The problem of segmenting sequence data intéoding alinear sequence CRF grows exponentially
chunks arises in many natural language applicawith the Markov order.

tions, such as named-entity recognition, shallow The semi-CRF is a sequence model that is de-
parsing, and word segmentation in East Asian lansigned to address this difficulty via careful relax-
guages. Two popular discriminative models thatation of the Markov assumption. Rather than re-
have been proposed for these tasks are the condiasting the segmentation problem as a labeling
tional random field (CRFs) (Lafferty et al., 2001) problem, the semi-CRF directly models the dis-
and the semi-Markov conditional random field tribution of chunk boundaries.In terms of inde-
(semi-CRF) (Sarawagi and Cohen, 2004).

A CRF in its basic form is a model for label- 'As it was originally described, the semi-CRF also as-
signs labels to each chunk, effectively performing joint seg-

ing tokens in a sequence; howev_er it _Can ea_S"Ynentation and labeling, but in a pure segmentation problem
be adapted to perform segmentation via labelinguch as CWS, the use of labels is unnecessary.
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pendence, using an ordéf-semi-CRF entails the phrasal translations and other events as features in
assumption that, globally conditioned on the inputa log-linear model (Och and Ney, 2002; Och and
sequence, the position of each chunk boundary isley, 2004). There are many reasons for incorpo-
independent of all other boundaries given the porating these types of features, including the desire
sitions of theM boundaries to its left and right to combine the higher accuracy of a discriminative
regardless of how far away they areven with an model with the simple parameter estimation and
order-1 model, this enables several classes of feanference of a generative one, and also the fact that
tures that one would expect to be of great utilitygenerative models are more robust in data sparse
to the word segmentation task, in particweord  scenarios (Ng and Jordan, 2001).

lengthandword identity For word segmentation, one might want to use

Despite this, the only work of which we are as alocal feature the log-probability that a segment
aware exploring the use of a semi-Markov CRFIS aword, given the character sequence it spans. A
for Chinese word segmentation did not find signif-curious property of this feature is that it induces
icant gains over the standard CRF (Liang, 2005)& counterintuitive asymmetry between thavord
This is surprising, not only because the additionafndis-not-wordcases: the component generative
features a semi-CRF enables are intuitively verynodel can effectively dictate that a certain chunk
useful, but because as we will show, an ordér- iSnotaword, by assigning it a very low probability
semi-CRF is strictly more powerful than an or- (driving the feature value to negative infinity), but
der-M CRF, in the sense that any feature that caif cannot dictate that a churik a word, because
be used in the latter can also be used in the forthe log-probability is bounded abovelf instead
mer, or equivalently, the semi-CRF makes strictlythe log conditional odddog % is used, the
weaker independence assumptions. Given a judRsymmetry disappears. We show that such a log-
cious choice of features (or simply enough trainingodds feature provides much greater benefit than
data) the semi-CRF should be superior. the log-probability, and that it is useful to include

We propose that the reason for this discrepanc?uc_h a feature. even when the model also mcludes
may be that despite the greater representationé{l‘q'c_ator function features for every word in the
power of the semi-CRF, there are some valuabl&@/Ning corpus.
features that are more naturally expressed in 3 Hybrid Markov/Semi-Markov CRF
CRF segmentation model, and so they are not typ-
ically included in semi-CRFs (indeed, they haveThe model we describe is formally a type of semi-
not to date been used in any semi-CRF model foMarkov CRF, distinguished only in that it also in-
any task, to our knowledge). In this paper, wevolves CRF-style features. So we first describe the
show that semi-CRFs are strictly more expressivesemi-Markov model in its general form.
and also demonstrate how CRF-type features can )
be used in a semi-CRF model for Chinese worc?'1 Semi-Markov CRF
segmentation. Our experiments show that a modéin (unlabeled) semi-Markov conditional random
incorporating both types of features can outperfield is a log-linear model defining the conditional

form models using only one or the other type.  probability of a segmentation given an observation

Orthogonally, we explore in this paper the usesequence. The general form of a log-linear model

of a very powerful feature for the semi-CRF de-iS s follows: given an input & X, an output
rived from a generative model.

y € Y, afeature mappin@ : X x Y — R", and
. . - weight v , th nditional pr ility of
It is common in statistical NLP to use as fea—a eight vectorw, the conditional probability o
tures in a discriminative model the (logarithm o

¢y givenx is estimated as:
the) estimated probability of some event accord- _ exp (w-®(x,y))
ing to a generative model. For example, Collins Py |x) = Z(x)
(2000) uses a discriminative classifier for choosing
among the topV parse trees output by a generativewhere Z : x — R is a normalizing factor.w
baseline model, and uses the log-probability of ds typically chosen to maximize the conditional
parse according to the baseline model as a featufikelihood of a labeled training set. In the word
in the reranker. Similarly, the machine translation

o 2\We assume the weight assigned to the log-probability
system of Och and Ney uses log-probabilities offeature is positive.
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segmentation taskx is an ordered sequence of 2.2 CRF vs. Semi-CRF

characterzi, 3, ..., #,), andy is a set of in- |5 order to compare the two types of linear CRFs,
dices corresponding to the start of each wordj; js convenient to define a representation of the
(Y192, ym} such thaty =1,y < n,and  gegmentation problem in terms of character labels

for all 7, y; < yj41. A log-linear model in this 55 gpposed to sets of whole words. Denote by
space is an order-1 semi-CRF if its feature ndap L(y) € {B,C}" (for BEGIN vS. CONTINUATION)
decomposes according to the sequencé¢Li, Lo, ... L,} of labels such that
L; = Bifand only ify; € y. Itis clear that if we
m s constrainL; = B, the two representations and
O(x,y) =D 6" (v, yj1, %) (1) L(y) are equivalent. An order-1 Markov CRF is a
=1 log-linear model in which the global feature vector
® decomposes into a sum over local feature vec-
where¢® is a local feature map that only considerstors that consider bigrams of the label sequence:
one chunk at a time (defining,,.1 = n+1). This n
decomposition is responsible for the characteristic d(x,y) = Z &M (Li, Lit1,4,%) ()
independence assumptions of the semi-CRF. 1

Hand-in-hand with the feature decompOSition(whereLn+1 is defined as3). The local features

gnd mdependencg assu.mptlons .com.es thg CaP3hat are most naturally expressed in this context
ity for exact decoding using the Viterbi algorithm, are indicators of some joint event of the label bi-

an_d exact computation of the objgctive gradigntgram (Ls, Liy1) and nearby characters i For
using the forward-backward algorithm, both in o, n1e - one might use the feature “the current
time quadratlg in the Ieng.ths of thg Sentencesuparacten, is y andZ; — C”, or “the current and
Furthermore, if the mo_del is c_onstralned t0 Pro-ayt characters are identical ahg— Lisi = B’
pose only chunkings with maximum word length Although we have heretofore disparaged the

k, thenl_the t_|meh for mferenTe ar;1d tra;?mg be-CRF as being incapable of representing such pow-
comes linear in the sentence length (and)inFor erful features as word identity, the type of features

Chinese word segmentation, _Cho_o_smg a moderatt%at it most naturally represents should be help-
value ofk does not pose any significant risk, siNCes | in CWS for generalizing to unseen words. For

the vast majority of Chinese words are only a feWexampIe, the first feature mentioned above could

characters long: in our training set, 91% of wordy,q \5,ape to rule out certain word boundaries if
tpkens were one or two characters, and 99% Werg% were a character that typically occurs only as a
five characters or less. suffix but that combines freely with a variety of
Using a semi-CRF as opposed to a traditionalgot forms to create new words. This type of fea-
Markov CRF allows us to model some aspectsyre (specifically, a feature indicating tabsence
of word segmentation that one would expect togg opposed to theresenceof a chunk boundary)
be very informative. In particular, it makes pos-js a bit less natural in a semi-CRF, since in that
sible the use of local indicator function featurescase local featureﬁs(yj7yj+17x) are defined on
of the type “the chunk consists of character sepajrs of adjacent boundaries. Information about
quenceys, ..., x¢," or “the chunk is of lengthl.”  \which tokens arenot on boundaries is only im-
It also enables “pseudo-bigram language modelpjicit, making it a bit more difficult to incorporate
features, firing when a given word occurs in thethat information into the features. Indeed, neither
context of a given character unigram or bigram. Liang (2005) nor Sarawagi and Cohen (2004) nor
And crucially, although it is slightly less natural any other system using a semi-Markov CRF on
to do so, any feature used in an order-1 Markovyny task has included this type of feature to our
CRF can also be represented in a semi-CRF. Agnowledge. We hypothesize (and our experiments
Markov CRFs are used in the most competitiveconfirm) that the lack of this feature explains the
Chinese word segmentation models to date, onfjlure of the semi-CRF to outperform the CRF for
might expect that incorporating both types of fea~yord segmentation in the past.

tures could yield a superior model. Before showing how CRF-type features can be
used in a semi-CRF, we first demonstrate that the
3We did not experiment with this type of feature. semi-CRF is indeed strictly more expressive than
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the CRF, meaning that any global feature ndap ~ Procedure ComputeScores(x, w)
that decomposes according to (2) also decomposesfor i =2...(n —1) do

according to (1). It is sufficient to show that for of ¢ — oM(C,Cyi,x) - w

any feature map of a Markov CRF, there exists ~ €nd for

a semi-Markov-type feature map® such that for

anyx,y,

(I)M(X7Y) = Z¢M(Li7Li+17iax) 3
i=1

= %y, yj11,%) = 27 (x,y)
=1

To this end, note that there are only four possible

label bigrams:BB, BC, CB, andCC'. As a di-

rect result of the definition of(y), we have that
(Li, Liv+1) = (B, B) if and only if some word of

fora=1...ndo
CCsum 0
forb=(a+1)...(n+1)do
if b—a = 1then
oa — oM(B,B,a,x)-w
else
oap — ®M(B,C,a,x) - w + CCsum
+oM(C,B,b—1,%x) - w
CCsum C’Csum—i-abo_cl
end if
end for
end for

length one begins af or equivalently, there exists Figure 1: Dynamic program for computing chunk

awordj such thaty; = i andy; 1 —y; = 1. Sim-
ilarly, (Li,Li+1) = (B,C) if and only if some

word of length> 1 begins ati, etc. Using these
conditions, we can defing® to satisfy equation 3

as follows:

¢° (yj, yj+1,%) = ¢™ (B, B, y;,x)
if Yj+1 — Y = 1, and

¢S(yj7 Yji+1, X) = ¢M(B7 C’ Yj» X)
Yj+1—2

+ Y M. Ckx) (@)

k:yj—l-l
+ (Z)M(Ca Ba yj+1 - 1,X)

otherwise. Defined thu§_ 7", ¢ will contain ex-

actlyn ¢ terms, corresponding to thelabel bi-
grams?

2.3 Order-1 Markov Features in a Semi-CRF

scoresr,, with 1-CRF-type features.

but if one navely distributes the product over the
sum, longer chunks will take proportionally longer
to score, resulting in cubic time algorithms.

In fact, it is possible to use these features
without any asymptotic decrease in efficiency by
means of a dynamic program. Both Viterbi and
forward-backward involve the scores, = w -
¢%(a,b,x). Suppose that before starting those al-
gorithms, we compute and cache the scgygof
each chunk, so that remainder the algorithm runs
in quadratic time, as usual. This pre-computation
can be done quickly if we first compute the values
ofC =w.¢M(C,C,i,x), and use them to fill in
the values ot ;, as shown in Figure 1.

In addition, computing the gradient of the semi-
CRF objective requires that we compute the ex-
pected value of each feature. For CRF-type fea-
tures, this is tantamount to being able to compute

While it is fairly intuitive that any feature used in a the probability that each label bigrati.;, L; 1)
1-CRF can also be used in a semi-CRF, the aboviakes any value. Assume that we have already run
argument reveals an algorithmic difficulty that is standard forward-backward inference so that we
likely another reason that such features are not typhave for any(a, b) the probability that the subse-

ically used. The problem is essentially an effect ofquencex,, x4 1, - -
the sum forC'C' label bigrams in (4): quadratic P(chunk(a,b)).

., Xp_1) Segments as a chunk,
Computing the probability that

time training and decoding assumes that the fea-L;, L; ) takes the value3B, BC or CB is

tures of each chun&s(yj, Yj+1,X) can be multi-

plied with the weight vectow in a number of op-
erations that is roughly constant over all chunks,

simple to compute:

P(Li, Lis1 = BB) = P(chunk(i,i + 1))

“We have discussed the case of Markov order-1, but the °Note that the problem would arise even if only zero-order

argument can be generalized to show that an olMdeGRF
has an equivalent representation as an ofdesemi-CRF,
forany M.

Markov (label unigram) features were used, only in that case
the troublesome features would be those that involved the la-
bel unigramC'.
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and, e.g., 2.4 Generative Features in a Discriminative
Model

When using the output of a generative model as
a feature in a discriminative model, Raina et al.
but the same method of summing over chunks cani2004) provide a justification for the use of log
not be used for the valu€C since for each label conditional odds as opposed to log-probability:
bigram there are quadratically many chunks corthey show that using log conditional odds as fea-
responding to that value. In this case, the solutionures in a logistic regression model is equivalent
is deceptively simple: using the fact that for anyto discriminatively training weights for the fea-
given label bigram, the sum of the probabilities oftures of a Nive Bayes classifier to maximize
the four labels must be one, we can deduce that conditional likelihood® They demonstrate that
the resulting classifier, termed a “hybrid genera-
P(Li, Liyy = €C) = 1.0 = P(Li, Liy1 = BB) 0 iscriminative classifier”, achieves lower test
— P(Li, Liy1 = BC) — P(Li; Liy1 = CB).  grror than either pure Niee Bayes or pure logistic

One might object that features of tieandCC: regression on a text classification task, regardless

labels (the ones presenting algorithmic diﬁiculty)0f¥2'nlggb3%t slzé. /discriminati lassifi
are unnecessary, since under certain conditions, e hybrid generative/discriminative classitier

their removal would not in fact change the expres-alSO uses a unique method for using the same data

sivity of the model or the distribution that maxi- used to esﬂmate the paramfet_ers of the compo-
mizes training likelihood. This will indeed be the "€Ntgenerative models for training the discrimina-

case when the following conditions are fulfilled: tive model parametens W'thQUt introducing bias.
A “leave-one-out” strategy is used to choose
1. All label bigram features are of the form whereby the feature values of tieh training ex-
ML T ix) = ample are computed using probabilities estimated
¢" (LisLiv1, i, x) = with thei-th example held out. The beauty of this
1{(Li, Lit1) = a & pred(i,x) } approach is that since the probabilities are esti-
for some label bigram and predicatered, _m_ated according to (sm_oothed) relative frquency,
and any such feature with a given predicate't 'S only necessary durl_ng feature co_mputatlon o
has variants for all four label bigrans maintain sufficient statistics and adjust them as
necessary for each example.
2. No regularization is used during training. In this paper, we experiment with the use of
a single “hybrid” local semi-CRF feature, the

A proof of t.hls claim would requ!re too m.UCh smoothed log conditional odds that a given sub-
space for this paper, but the key is that, given asequence: ~ (x xy_1) forms a word:
model satisfying the above conditions, one can ab a ey Sl :

obtain an equivalent model via adding, for each o wordcount(Xqp) + 1
feature type ovepred, some constant to the four nonwordcount(Xqp) + 1
weights corresponding to the four label bigrams
such that the”’C' bigram features all have weight : -
xq, forms a word in the training set, and
zero. : .
nonwordcount(Xqp) 1S the number of times,;,

. !n pra}ctlce, however, one or both of these Con'occurs, not segmented into a single word. The
ditions is always broken. It is common knowl-

o . ... models we test are not strictly speaking hybrid
edge that regularization of log-linear models with y P g ny

. ._generative/discriminative models, since we also
a large number of features is necessary to achie - )
. : : Use indicator features not derived from a genera-
high performance, and typically in NLP one de

. “tive model. We did however use the leave-one-out

fines feature templates and chooses only those fea- . o

tures that occur in some positive example in th dpproach for computing the log conditional odds
o . o eature during training.

training set. In fact, if both of these conditions are g g

fulfilled, it is very likely that the optimal model _ °Infact, one more step beyond what is shown in that paper

will have some weights with infinite values. We is required to reach the stated conclusion, since their features

€ weig ) e " are not actually log conditional odds, bk IiiTLY)>. It is
conclude that it is not a practical alternative to omit Y
theC andCC label features. alent to log conditional odds.

P(L;,Li;1 = BC) = Y P(chunk(i, j)),
J>i+1

Where wordcount(x,p) is the number of times

simple to show that in the given context this feature is equiv-
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3 Experiments The latter four feature templates are designed to

detect character or word reduplication, a morpho-

To test the ideas discussed in this paper, we com- . )
. : .logical phenomenon that can influence word seg-
pared the performance of semi-CRFs using vari-

ous feature sets on a Chinese word segmentatiorﬁ]entation in Chinese. The first two of these were
task. The data used was the Microsoft Researcfﬁl SFO uslesl tIJ{)_Tseng it a; (2005). th

Beijing corpus from the Second International 'O 'a%€ igramg i i+1), We use the same
Chinese Word Segmentation Bakeoff (Emersontemplates’ but .extendlng the range of p_osmons
2005), and we used the same train/test split used i!flrly onhe 0 thf I"Ingf.f E?Ch I?rl])etl ulnl- or ?lgrar?
the competition. The training set consists of g7k@'s0 has a -prior- leaiure that always fires 1or
sentences of Beijing dialect Chinese, hand se t_h_at label configuration. All conflgurathns con-
mented into 2.37M words. The test set containgsIaln the above features for the label unigrdim
107K words comprising roughly 4K sentences since these are easily used in either a CRF or semi-
We used a maximum word lengthof 15 in our

CRF model. To determine the influence of CRF-
experiments, which accounted for 99.99% of thetype features on performance, we also test config-
word tokens’ in our training set. The 249 train- Urations in which boti3 andC' label features are
ing sentences that contained words longer than 1%.Sed’ and configurations using all label uni- and

. . ) igrams.
characters were discarded. We did not discard an{'9'@ hs ) " - |
test sentences. In the semi-Markov conditions, we also use as

In order to be directly comparable to the Bake_feature templates indicators of the length of a word

off results, we also worked under the very strict’: for ¢ = 1... k, and indicators of the identity of
“closed test” conditions of the Bakeoff, which re- € corresponding character sequence.
training set be used, not even prior knowledge opes that occur m_posmve training examples. We
which characters represent Arabic numerals, Latifiound that excluding CRF-type features that occur

characters or punctuation marks. only once in the training set consistently improved
performance on the development set, so we use a
3.1 Features Used count threshold of two for the experiments. We do

We divide our main features into two types accord-not do any thresholding of the semi-CRF features,
ing to whether they are most naturally used in ghowever.

CRF or a semi-CRF. Finally, we use the single generative feature,
The CRF-type features are indicator functiondog conditional odds that the given string forms
that fire when the character label (or label bigramp word. We also present results using the more

takes some value and some predicate of the inpuiypical log conditional probability instead of the
at a certain position relative to the label is satis-0dds, for comparison. In fact, these are both semi-
fied. For each character label unigrdimat posi- Markov-type features, but we single them out to
tion ¢, we use the same set of predicate templatedetermine what they contribute over and above the

checking: other semi-Markov features.
e The identity ofx; ; andx; 32 Results
* The identity of the character bigram starting The results of test set runs are summarized in ta-
at positions: — 2,4 — 1 andi ble 3.2. The columns indicate which CRF-type
e Whetherx; andx;; are identical, forj = features were used: features of only the labegl
(i—2)...i features of label unigramB and C, or features
of all label unigrams and bigrams. The rows indi-
e Whetherx; andx; o are identical, forj = cate which semi-Markov-type features were used:

(1—3)...9 B
For both label unigram and label bigram features, the in-
e Whether the sequence; . .. x; 43 forms an dices are chosen so that the feature set exhibits no asymmetry
T . with respect to direction: for each feature considering some
AABB sequence fof = (Z 4) et boundary and some property of the character(s) at a given
offset to the left, there is a corresponding feature considering
e Whether the Sequence; .. . x;43 forms an that boundary and the same property of the character(s) at the
ABAB sequence fof = (i —4)...14 same offset to the right, and vice-versa.
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Features | Bonly | uni | uni+bi 3.3 Discussion
none 92.33 | 94.71| 95.69
semi 95.28 | 96.05| 96.46
prob 93.86 | 95.40| 96.04

Our results indicate that both Markov-type and
semi-Markov-type features are useful for generali-
: zation to unseen data. This may be because the
semi+prob| 95.51 | 96.24| 96.55 two types of features are in a sense complemen-
odds 95.10 | 96.06| 96.40 tary: semi-Markov-type features such as word-
semi+odds| 96.27 | 96.77| 96.84 identity are valuable for modeling the tendency
Table 1: Test F-measure for different model con-2" KNOWN sSrings to segment as words, while la-
fiqurations. bel based features are valuable for modeling prop-
gura . : :
erties of sub-lexical components such as affixes,
helping to generalize to words that have not previ-
) ) ] ously been encountered. We did not explicitly test
“semi” means length and word identity featuresihe jlity of CRF-type features for improving re-
were used, “prob” means the log-probability fea-c4)| o gut-of-vocabulary items, but we note that

ture was used, and “odds” means the log-odds fegy, 1he Bakeoff, the model of Tseng et al. (2005),
ture was used. which was very similar to our CRF-only system
To establish the impact of each type of featurgonly containing a few more feature templates),
(C label unigrams, label bigrams, semi-CRF-typewas consistently among the best performing sys-
features, and the log-odds feature), we look at théems in terms of test OOV recall (Emerson, 2005).
reduction in error brought about by adding each We also found that for this sequence segmenta-
type of feature. First consider the effect of thetion task, the use of log conditional odds as a fea-
CRF-type features. Adding th€ label features ture results in much better performance than the
reduces error by 31% if no semi-CRF features argise of the more typical log conditional probabil-
used, by 16% when semi-CRF indicator featuresty. It would be interesting to see the log-odds
are turned on, and by 13% when all semi-CRF feaapplied in more contexts where log-probabilities
tures (including log-odds) are used. Using all labelre typically used as features. We have presented
bigrams reduces error by 44%, 25%, and 15% inhe intuitive argument that the log-odds may be
these three conditions, respectively. advantageous because it does not exhibit the 0-1
Contrary to previous conclusions, our resultsasymmetry of the log-probability, but it would be
show a significant impact due to the use of semisatisfying to justify the choice on more theoretical
CRF-type features, when CRF-type features argrounds.
held constant. Adding semi-CRF indicator fea-
tures results in a 38% error reduction without4 Relation to Previous Work

CRF-type features, and 18% with them. AddmgThere is a significant volume of work explor-
semi-CRF indicator features plus the log-odds feal—ng the use of CRFs for a variety of chunking

) o o i -
ture gives 52% and 27% in these two Cond't'onstasks, including named-entity recognition, gene

respectively. prediction, shallow parsing and others (Finkel et
Finally, across configurations, the log condi-a|., 2005; Culotta et al., 2005; Sha and Pereira,
tional odds does much better than log condi003). The current work indicates that these sys-
tional probability. When the log-odds feature istems might be improved by moving to a semi-CRF
added to the complete CRF model (uni+bi) asmodel.
the only semi-CRF-type feature, errors are re- There have not been a large number of studies
duced by 24%, compared to only 7.6% for the log-ysing the semi-CRF, but the few that have been
probability. Even when the other semi-CRF-typeqone found only marginal improvements over pure
features are present as well, log-odds reduces erreiRg systems (Sarawagi and Cohen, 2004; Liang,
by 13% compared to 2.5% for log-probability.  2005; Dauré 1l and Marcu, 2005). Notably,
Our best model, combining all features, resultechone of those studies experimented with features
in an error reduction of 12% over the highest scoref chunknon-boundaries, as is achieved by the use
on this dataset from the 2005 Sighan closed tesif CRF-type features involving the labél, and
competition (96.4%), achieved by the pure CRFwe take this to be the reason for their not obtain-
system of Tseng et al. (2005). ing higher results.
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Although it has become fairly common in NLP Jenny Finkel, Trond Grenager, and Christopher D.

to use the log conditional probabilities of events

as features in a discriminative model, we are not

aware of any work using the log conditional odds.

5 Conclusion

We have shown that order-1 semi-Markov condi-
tional random fields are strictly more expressive

Manning. 2005. Incorporating non-local informa-
tion into information extraction systems by gibbs
sampling. Proc. 41th Annual Meeting of the Assi-
ciation of Computation Linguistics

John Lafferty, Andrew McCallum, and Fernando

Pereira. 2001. Conditional random fields: Prob-
abilistic models for segmenting and labeling se-
quence data. IfProc. 18th International Conf. on

Machine Learning pages 282-289. Morgan Kauf-

than order-1 Markov CRFs, and that the added mann, san Francisco, CA.

expressivity enables the use of features that lead
to improvements on a segmentation task. On thE

other hand, Markov CRFs can more naturally in-

corporate certain features that may be useful for

ercy Liang. 2005. Semi-supervised learning for nat-

ural language. Master’s thesis, Massachusetts Insti-
tute of Technology.

modeling sub-chunk phenomena and generalizgindrew Y. Ng and Michael I. Jordan. 2001. On dis-

tion to unseen chunks. To achieve the best per-

criminative vs. generative classifiers: A comparison
of logistic regression and Mz Bayes. IrProc. Ad-

formance for segmentation, we propose that both yances in Neural Information Processing. 14

types of features be used, and we show how this o
Franz Josef Och and Hermann Ney. 2002. Discrim-

can be done efficiently.
Additionally, we have shown that a log condi-

inative training and maximum entropy models for
statistical machine translationProc. 38th Annual

tional odds feature estimated from a generative Meeting of the Assiciation of Computation Linguis-

model can be superior to the more common log
conditional probability.
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