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Abstract 

We present a strictly lexical parsing 
model where all the parameters are based 
on the words. This model does not rely 
on part-of-speech tags or grammatical 
categories. It maximizes the conditional 
probability of the parse tree given the 
sentence. This is in contrast with most 
previous models that compute the joint 
probability of the parse tree and the sen-
tence. Although the maximization of 
joint and conditional probabilities are 
theoretically equivalent, the conditional 
model allows us to use distributional 
word similarity to generalize the ob-
served frequency counts in the training 
corpus. Our experiments with the Chi-
nese Treebank show that the accuracy of 
the conditional model is 13.6% higher 
than the joint model and that the strictly 
lexicalized conditional model outper-
forms the corresponding unlexicalized 
model based on part-of-speech tags. 

1 Introduction 

There has been a great deal of progress in statisti-
cal parsing in the past decade (Collins, 1996; 
Collins, 1997; Chaniak, 2000). A common charac-
teristic of these parsers is their use of lexicalized 
statistics. However, it was discovered recently that 
bi-lexical statistics (parameters that involve two 
words) actually played much smaller role than 
previously believed.  It was found in (Gildea, 

2001) that the removal of bi-lexical statistics from 
a state-of-the-art PCFG parser resulted very small 
change in the output. Bikel (2004) observed that 
the bi-lexical statistics accounted for only 1.49% 
of the bigram statistics used by the parser. When 
considering only bigram statistics involved in the 
highest probability parse, this percentage becomes 
28.8%. However, even when the bi-lexical statis-
tics do get used, they are remarkably similar to 
their back-off values using part-of-speech tags. 
Therefore, the utility of bi-lexical statistics be-
comes rather questionable. Klein and Manning 
(2003) presented an unlexicalized parser that 
eliminated all lexicalized parameters. Its perform-
ance was close to the state-of-the-art lexicalized 
parsers. 

We present a statistical dependency parser that 
represents the other end of spectrum where all 
statistical parameters are lexical and the parser 
does not require part-of-speech tags or grammati-
cal categories. We call this strictly lexicalized 
parsing. 

A part-of-speech lexicon has always been con-
sidered to be a necessary component in any natu-
ral language parser. This is true in early rule-based 
as well as modern statistical parsers and in de-
pendency parsers as well as constituency parsers. 
The need for part-of-speech tags arises from the 
sparseness of natural language data. They provide 
generalizations of words that are critical for pars-
ers to deal with the sparseness. Words belonging 
to the same part-of-speech are expected to have 
the same syntactic behavior. 

Instead of part-of-speech tags, we rely on dis-
tributional word similarities computed automati-
cally from a large unannotated text corpus. One of 
the benefits of strictly lexicalized parsing is that 
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the parser can be trained with a treebank that only 
contains the dependency relationships between 
words. The annotators do not need to annotate 
parts-of-speech or non-terminal symbols (they 
don’t even have to know about them), making the 
construction of the treebank easier.  

Strictly lexicalized parsing is especially benefi-
cial for languages such as Chinese, where parts-
of-speech are not as clearly defined as English. In 
Chinese, clear indicators of a word's part-of-
speech such as suffixes -ment, -ous or function 
words such as the, are largely absent. In fact, 
monolingual Chinese dictionaries that are mainly 
intended for native speakers almost never contain 
part-of-speech information. 

In the next section, we present a method for 
modeling the probabilities of dependency trees. 
Section 3 applies similarity-based smoothing to 
the probability model to deal with data sparseness. 
We then present experimental results with the 
Chinese Treebank in Section 4 and discuss related 
work in Section 5.  

2 A Probabilistic Dependency Model 

Let S be a sentence. The dependency structure T 
of S is a directed tree connecting the words in S. 
Each link in the tree represents a dependency rela-
tionship between two words, known as the head 
and the modifier. The direction of the link is from 
the head to the modifier. We add an artificial root 
node (⊥) at the beginning of each sentence and a 
dependency link from ⊥ to the head of the sen-
tence so that the head of the sentence can be 
treated in the same way as other words. Figure 1 
shows an example dependency tree. 

We denote a dependency link l by a triple (u, v, 
d), where u and v are the indices (u < v) of the 
words connected by l, and d specifies the direction 
of the link l. The value of d is either L or R. If d = 
L, v is the index of the head word; otherwise, u is 
the index of the head word.  

Dependency trees are typically assumed to be 
projective (without crossing arcs), which means 
that if there is an arc from h to m, h is an ancestor 
of all the words between h and m. Let F(S) be the 
set of possible directed, projective trees spanning 
on S. The parsing problem is to find  
 

( ) ( )STPSFT |maxarg ∈  
 
 Generative parsing models are usually defined 

recursively from top down, even though the de-
coders (parsers) for such models almost always 
take a bottom-up approach. The model proposed 
here is a bottom-up one. Like previous ap-
proaches, we decompose the generation of a parse 
tree into a sequence of steps and define the prob-
ability of each step.  The probability of the tree is 
simply the product of the probabilities of the steps 
involved in the generation process. This scheme 
requires that different sequences of steps must not 
lead to the same tree. We achieve this by defining 
a canonical ordering of the links in a dependency 
tree. Each generation step corresponds to the con-
struction of a dependency link in the canonical 
order. 

Given two dependency links l and l' with the 
heads being h and h' and the modifiers being m 
and m', respectively, the order between l and l' are 
determined as follows: 
• If h ≠ h' and there is a directed path from one 

(say h) to the other (say h’), then l’ precedes l. 
• If h ≠ h' and there does not exist a directed path 

between h and h’, the order between l and l’ is 
determined by the order of h and h’ in the sen-
tence (h precedes h’ ⇒ l precedes l’). 

• If h = h' and the modifiers m and m’ are on dif-
ferent sides of h, the link with modifier on the 
right precedes the other. 

• If h = h' and the modifiers m and m’ are on the 
same side of the head h, the link with its modi-
fier closer to h precedes the other one. 

 

Figure 1. An Example Dependency Tree. 
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For example, the canonical order of the links in 
the dependency tree in Figure 1 is: (1, 2, L), (5, 6, 
R), (8, 9, L), (7, 9, R), (5, 7, R), (4, 5, R), (3, 4, 
R), (2, 3, L), (0, 3, L). 

The generation process according to the ca-
nonical order is similar to the head outward gen-
eration process in (Collins, 1999), except that it is 
bottom-up whereas Collins’ models are top-down. 

Suppose the dependency tree T is constructed in 
steps G1, …, GN in the canonical order of the de-
pendency links, where N is the number of words 
in the sentence. We can compute the probability 
of T as follows: 

( )
( )

( )∏ = −=

=
N

i ii

N

GGSGP

SGGGP
STP

1 11

21

,...,,|

|,...,,
|

 

Following (Klein and Manning, 2004), we re-
quire that the creation of a dependency link from 
head h to modifier m be preceded by placing a left 
STOP and a right STOP around the modifier m 
and ¬STOP between h and m. 

Let L
wE  (and R

wE ) denote the event that there 

are no more modifiers on the left (and right) of a 
word w. Suppose the dependency link created in 
the step i is (u, v, d).  If d = L, Gi is the conjunc-
tion of the four events: R

uE , L
uE , L

vE¬ and 
linkL(u, v). If d = R, Gi consists of four events: 

L
vE , R

vE , R
uE¬ and linkR(u, v).  

The event Gi is conditioned on 11,...,, −iGGS , 
which are the words in the sentence and a forest of 
trees constructed up to step i-1. Let L

wC  (and R
wC ) 

be the number of modifiers of w on its left (and 
right). We make the following independence as-
sumptions: 
• Whether there is any more modifier of w on 

the d side depends only on the number of 
modifiers already found on the d side of w. 
That is, d

wE  depends only on w and d
wC .  

• Whether there is a dependency link from a 
word h to another word m depends only on the 
words h and m and the number of modifiers of 
h between m and h. That is,  
o linkR(u,v) depends only on u, v, and R

uC . 

o linkL(u,v) depends only on u, v, and L
vC . 

Suppose Gi corresponds to a dependency link (u, 
v, L). The probability ( )11,...,,| −ii GGSGP  can be 
computed as: 
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The events R

wE  and L
wE  correspond to the 

STOP events in (Collins, 1999) and (Klein and 
Manning, 2004). They are crucial for modeling 
the number of dependents. Without them, the 
parse trees often contain some ‘obvious’ errors, 
such as determiners taking arguments, or preposi-
tions having arguments on their left (instead of 
right). 

Our model requires three types of parameters: 
• ( )d

w
d
w CwEP ,| , where w is a word, d is a di-

rection (left or right). This is the probability of 
a STOP after taking d

wC  modifiers on the d 
side. 

• ( )( )R
uR CvuvulinkP ,,|,  is the probability of v 

being the ( 1+R
uC )’th modifier of u on the 

right. 
• ( )( )L

vL CvuvulinkP ,,|,  is the probability of u 

being the ( 1+L
vC )’th modifier of v on the 

left. 
 
The Maximum Likelihood estimations of these 

parameters can be obtained from the frequency 
counts in the training corpus: 
• C(w, c, d): the frequency count of  w with c 

modifiers on the d side. 
• C(u, v, c, d): If d = L, this is the frequency 

count words u and v co-occurring in a sen-
tence and v has c modifiers between itself and 
u. If d = R, this is the frequency count words u 
and v co-occurring in a sentence and u has c 
modifiers between itself and v. 

• K(u, v, c, d): similar to C(u, v, c, d) with an 
additional constraint that linkd(u, v) is true. 
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where  c = R
uC ; 

( )( ) ( )
( )LcvuC

LcvuKCvuvulinkP L
vL ,,,

,,,,,|, = ,   

where  c = L
vC . 

We compute the probability of the tree condi-
tioned on the words. All parameters in our model 
are conditional probabilities where the left sides of 
the conditioning bar are binary variables. In con-
trast, most previous approaches compute joint 
probability of the tree and the words in the tree. 
Many of their model parameters consist of the 
probability of a word in a given context. 

We use a dynamic programming algorithm 
similar to chart parsing as the decoder for this 
model. The algorithm builds a packed parse forest 
from bottom up in the canonical order of the 
parser trees. It attaches all the right children be-
fore attaching the left ones to maintain the canoni-
cal order as required by our model.  

3 Similarity-based Smoothing 

3.1 Distributional Word Similarity 

Words that tend to appear in the same contexts 
tend to have similar meanings. This is known as 
the Distributional Hypothesis in linguistics (Harris, 
1968). For example, the words test and exam are 
similar because both of them follow verbs such as 
administer, cancel, cheat on, conduct, ... and both of 
them can be preceded by adjectives such as aca-
demic, comprehensive, diagnostic, difficult, ... 

Many methods have been proposed to compute 
distributional similarity between words (Hindle, 
1990; Pereira et al., 1993; Grefenstette, 1994; Lin, 
1998). Almost all of the methods represent a word 
by a feature vector where each feature corre-
sponds to a type of context in which the word ap-
peared. They differ in how the feature vectors are 
constructed and how the similarity between two 
feature vectors is computed.   

We define the features of a word w to be the set 
of words that occurred within a small context win-
dow of w in a large corpus. The context window 
of an instance of w consists of the closest non-
stop-word on each side of w and the stop-words in 
between. In our experiments, the set of stop-words 
are defined as the top 100 most frequent words in 
the corpus. The value of a feature w' is defined as 
the point-wise mutual information between the w' 
and w: 

( ) ( )
( ) ( )






−=

'
',log',
wPwP

wwPwwPMI  

where P(w, w’) is the probability of w and w’ co-
occur in a context window. 

The similarity between two vectors is computed 
as the cosine of the angle between the vectors. 
The following are the top similar words for the 
word keystone obtained from the English Giga-
word Corpus: 

centrepiece 0.28, figment 0.27, fulcrum 0.21, culmi-
nation 0.20, albatross 0.19, bane 0.19, pariahs 0.18, 
lifeblood 0.18, crux 0.18, redoubling 0.17, apotheo-
sis 0.17, cornerstones 0.17, perpetuation 0.16, fore-
runners 0.16, shirking 0.16, cornerstone 0.16, 
birthright 0.15, hallmark 0.15, centerpiece 0.15, evi-
denced 0.15, germane 0.15, gist 0.14, reassessing 
0.14, engrossed 0.14, Thorn 0.14, biding 0.14, nar-
rowness 0.14, linchpin 0.14, enamored 0.14, formal-
ised 0.14, tenths 0.13, testament 0.13, certainties 
0.13, forerunner 0.13, re-evaluating 0.13, antithetical 
0.12, extinct 0.12, rarest 0.12, imperiled 0.12, remiss 
0.12, hindrance 0.12, detriment 0.12, prouder 0.12, 
upshot 0.12, cosponsor 0.12, hiccups 0.12, premised 
0.12, perversion 0.12, destabilisation 0.12, prefaced 
0.11, …… 

3.2 Similarity-based Smoothing 

The parameters in our model consist of condi-
tional probabilities P(E|C) where E is the binary 
variable linkd(u, v) or d

wE  and the context C is 

either [ ]d
wCw,  or [ ]d

wCvu ,, , which involves one 
or two words in the input sentence. Due to the 
sparseness of natural language data, the contexts 
observed in the training data only covers a tiny 
fraction of the contexts whose probability distri-
bution are needed during parsing. The standard 
approach is to back off the probability to word 
classes (such as part-of-speech tags). We have 
taken a different approach. We search in the train-
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ing data to find a set of similar contexts to C and 
estimate the probability of E based on its prob-
abilities in the similar contexts that are observed 
in the training corpus. 

Similarity-based smoothing was used in (Dagan 
et al., 1999) to estimate word co-occurrence prob-
abilities. Their method performed almost 40% 
better than the more commonly used back-off 
method. Unfortunately, similarity-based smooth-
ing has not been successfully applied to statistical 
parsing up to now.  

In (Dagan et al., 1999), the bigram probability 
P(w2|w1) is computed as the weighted average of 
the conditional probability of w2 given similar 
words of w1. 

( ) ( )
( ) ( )

( )
∑
∈

=
11'

12
1

11
12 '|',|

wSw
MLESIM wwP

wnorm
wwsimwwP  

where ( )11 ', wwsim  denotes the similarity (or an 
increasing function of the similarity) between w1 
and w’1, S(w1) denote the set of words that are 
most similar to w1 and norm(w1) is the normaliza-
tion factor ( ) ( )

( )
∑
∈

=
11'

111 ',
wSw

wwsimwnorm .   

The underlying assumption of this smoothing 
scheme is that a word is more likely to occur after 
w1 if it tends to occur after similar words of w1.  

We make a similar assumption: the probability 
P(E|C) of event E given the context C is computed 
as the weight average of P(E|C’) where C’ is a 
similar context of C and is attested in the training 
corpus:  

( ) ( )
( ) ( )

( )
∑

∩∈

=
OCSC

MLESIM CEP
Cnorm
CCsimCEP

'
'|',|  

where S(C) is the set of top-K most similar con-
texts of C (in the experiments reported in this pa-
per, K = 50); O is the set of contexts observed in 
the training corpus, sim(C,C’) is the similarity 
between two contexts  and  norm(C) is the nor-
malization factor.  

In our model, a context is either  [ ]d
wCw,  or 

[ ]d
wCvu ,, . Their similar contexts are defined as:  

[ ]( ) [ ] ( ){ }
[ ]( ) [ ]{ })('),(',',',,

',', '

vSvuSuCvuCvuS

wSwCwCwS
d
w

d
w

d
w

d
w

∈∈=

∈=
 

where S(w) is the set of top-K similar words of w 
(K = 50). 

Since all contexts used in our model contain at 
least one word, we compute the similarity be-
tween two contexts, sim(C, C’), as the geometric 
average of the similarities between corresponding 
words: 

[ ] [ ]( ) ( )
[ ] [ ]( ) ( ) ( )',',,',',,,

',,',,

'

'

vvsimuusimCvuCvusim

wwsimCwCwsim
d
w

d
w

d
w

d
w

×=

=
 

Similarity-smoothed probability is only neces-
sary when the frequency count of the context C in 
the training corpus is low. We therefore compute  

P(E | C) = α PMLE(E | C) + (1 – α) PSIM(E | C) 

where the smoothing factor 
5||
1||

+
+

=
C
Cα  and |C| is 

the frequency count of the context C in the train-
ing data. 

A difference between similarity-based smooth-
ing in (Dagan et al., 1999) and our approach is 
that our model only computes probability distribu-
tions of binary variables. Words only appear as 
parts of contexts on the right side of the condition-
ing bar. This has two important implications. 
Firstly, when a context contains two words, we 
are able to use the cross product of the similar 
words, whereas (Dagan et al., 1999) can only use 
the similar words of one of the words. This turns 
out to have significant impact on the performance 
(see Section 4).  

Secondly, in (Dagan et al., 1999), the distribu-
tion P(•|w’1) may itself be sparsely observed. 
When ( )12 '| wwPMLE  is 0, it is often due to data 
sparseness. Their smoothing scheme therefore 
tends to under-estimate the probability values. 
This problem is avoided in our approach. If a con-
text did not occur in the training data, we do not 
include it in the average. If it did occur, the 
Maximum Likelihood estimation is reasonably 
accurate even if the context only occurred a few 
times, since the entropy of the probability distri-
bution is upper-bounded by log 2. 

4 Experimental Results 

We experimented with our parser on the Chinese 
Treebank (CTB) 3.0.  We used the same data split 
as (Bikel, 2004): Sections 1-270 and 400-931 as 
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the training set, Sections 271-300 as testing and 
Sections 301-325 as the development set. The 
CTB contains constituency trees. We converted 
them to dependency trees using the same method 
and the head table as (Bikel, 2004).  Parsing Chi-
nese generally involve segmentation as a pre-
processing step. We used the gold standard seg-
mentation in the CTB.  

The distributional similarities between the Chi-
nese words are computed using the Chinese Gi-
gaword corpus. We did not segment the Chinese 
corpus when computing the word similarity.  

We measure the quality of the parser by the un-
directed accuracy, which is defined as the number 
of correct undirected dependency links divided by 
the total number of dependency links in the corpus 
(the treebank parse and the parser output always 
have the same number of links). The results are 
summarized in Table 1. It can be seen that the per-
formance of the parser is highly correlated with 
the length of the sentences. 
 
Max Sentence Length 10 15 20 40 
Undirected Accuracy 90.8 85.6 84.0 79.9 

Table 1. Evaluation Results on CTB 3.0 

 
We also experimented with several alternative 

models for dependency parsing. Table 2 summer-
izes the results of these models on the test corpus 
with sentences up to 40 words long. 

One of the characteristics of our parser is that it 
uses the similar words of both the head and the 
modifier for smoothing. The similarity-based 
smoothing method in (Dagan et al., 1999) uses the 
similar words of one of the words in a bigram. We 
can change the definition of similar context as 
follows so that only one word in a similar context 
of C may be different from a word in C (see 
Model (b) in Table 2): 

[ ]( )
[ ]{ } [ ]{ })(',',)(',,'

,,

vSvCvuuSuCvu

CvuS
d
w

d
w

d
w

∈∪∈=
 

where w is either v or u depending on whether d is 
L or R. This change led to a 2.2% drop in accuracy 
(compared with Model (a) in Table 2), which we 
attribute to the fact that many contexts do not have 
similar contexts in the training corpus.  

Since most previous parsing models maximize 
the joint probability of the parse tree and the sen-
tence P(T, S) instead of P(T | S),  we also imple-
mented a joint model (see Model (c) in Table 2): 

( )
( ) ( )

( )( ) ( )∏
= ×−

××
=

N

i
d
hii

d
hi

d
h

R
mi

R
m

L
mi

L
m

i

iii

iiii

ChmPChEP

CmEPCmEP
STP

1 ,|,|1

,|,|
,  

where hi and mi are the head and the modifier of 
the i'th dependency link. The probability 
( )i

i

d
hii ChmP ,|  is smoothed by averaging the 

probabilities ( )i

i

d
hii ChmP ,'| , where h’i is a similar 

word of hi, as in (Dagan et al., 1999). The result 
was a dramatic decrease in accuracy from the con-
ditional model’s 79.9%. to 66.3%.  

 Our use of distributional word similarity can 
be viewed as assigning soft clusters to words. In 
contrast, parts-of-speech can be viewed as hard 
clusters of words. We can modify both the condi-
tional and joint models to use part-of-speech tags, 
instead of words. Since there are only a small 
number of tags, the modified models used MLE  
without any smoothing except using a small con-
stant as the probability of unseen events. Without 
smoothing, maximizing the conditional model is 
equivalent to maximizing the joint model. The 
accuracy of the unlexicalized models (see Model 
(d) and Model (e) in Table 2) is 71.1% which is 
considerably lower than the strictly lexicalized 
conditional model, but higher than the strictly 
lexicalized joint model. This demonstrated that 
soft clusters obtained through distributional word 
similarity perform better than the part-of-speech 
tags when used appropriately. 
 

Models Accuracy 

(a) Strictly lexicalized conditional 
model 79.9 

(b)   At most one word is different in 
a similar context 77.7 

(c)  Strictly lexicalized  joint model 66.3 

(d)  Unlexicalized conditional mod-
els 71.1 

(e)  Unlexicalized joint models 71.1 

Table 2. Performance of Alternative Models 
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5 Related Work  

Previous parsing models (e.g., Collins, 1997; 
Charniak, 2000) maximize the joint probability 
P(S, T) of a sentence S and its parse tree T. We 
maximize the conditional probability P(T | S). Al-
though they are theoretically equivalent, the use of 
conditional model allows us to take advantage of 
similarity-based smoothing. 

Clark et al. (2002) also computes a conditional 
probability of dependency structures. While the 
probability space in our model consists of all pos-
sible non-projective dependency trees, their prob-
ability space is constrained to all the dependency 
structures that are allowed by a Combinatorial 
Category Grammar (CCG) and a category diction-
ary (lexicon). They therefore do not need the 
STOP markers in their model. Another major dif-
ference between our model and (Clark et al., 
2002) is that the parameters in our model consist 
exclusively of conditional probabilities of binary 
variables. 

Ratnaparkhi’s maximum entropy model (Rat-
naparkhi, 1999) is also a conditional model. How-
ever, his model maximizes the probability of the 
action during each step of the parsing process, 
instead of overall quality of the parse tree.  

Yamada and Matsumoto (2002) presented a de-
pendency parsing model using support vector ma-
chines. Their model is a discriminative model that 
maximizes the differences between scores of the 
correct parse and the scores of the top competing 
incorrect parses.  

In many dependency parsing models such as 
(Eisner, 1996) and (MacDonald et al., 2005), the 
score of a dependency tree is the sum of the scores 
of the dependency links, which are computed in-
dependently of other links. An undesirable conse-
quence of this is that the parser often creates 
multiple dependency links that are separately 
likely but jointly improbable (or even impossible). 
For example, there is nothing in such models to 
prevent the parser from assigning two subjects to 
a verb. In the DMV model (Klein and Manning, 
2004), the probability of a dependency link is 
partly conditioned on whether or not there is a 
head word of the link already has a modifier. Our 
model is quite similar to the DMV model, except 
that we compute the conditional probability of the 

parse tree given the sentence, instead of the joint 
probability of the parse tree and the sentence. 

There have been several previous approaches to 
parsing Chinese with the Penn Chinese Treebank 
(e.g., Bikel and Chiang, 2000; Levy and Manning, 
2003). Both of these approaches employed phrase-
structure joint models and used part-of-speech 
tags in back-off smoothing. Their results were 
evaluated with the precision and recall of the 
bracketings implied in the phrase structure parse 
trees. In contrast, the accuracy of our model is 
measured in terms of the dependency relation-
ships. A dependency tree may correspond to more 
than one constituency trees.  Our results are there-
fore not directly comparable with the precision 
and recall values in previous research. Moreover, 
it was argued in (Lin 1995) that dependency based 
evaluation is much more meaningful for the appli-
cations that use parse trees, since the semantic 
relationships are generally embedded in the de-
pendency relationships. 

6 Conclusion 

To the best of our knowledge, all previous natural 
language parsers have to rely on part-of-speech 
tags. We presented a strictly lexicalized model for 
dependency parsing that only relies on word sta-
tistics. We compared our parser with an unlexical-
ized parser that employs the same probabilistic 
model except that the parameters are estimated 
using gold standard tags in the Chinese Treebank. 
Our experiments show that the strictly lexicalized 
parser significantly outperformed its unlexicalized 
counter-part. 

An important distinction between our statistical 
model from previous parsing models is that all the 
parameters in our model are conditional probabil-
ity of binary variables. This allows us to take ad-
vantage of similarity-based smoothing, which has 
not been successfully applied to parsing before. 
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