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Abstract 

This paper explores the effect of 
improved morphological analysis, 
particularly context sensitive morphology, 
on monolingual Arabic Information 
Retrieval (IR).  It also compares the effect 
of context sensitive morphology to non-
context sensitive morphology.  The results 
show that better coverage and improved 
correctness have a dramatic effect on IR 
effectiveness and that context sensitive 
morphology further improves retrieval 
effectiveness, but the improvement is not 
statistically significant. Furthermore, the 
improvement obtained by the use of 
context sensitive morphology over the use 
of light stemming was not significantly 
significant. 

1 Introduction 

Due to the morphological complexity of the Arabic 
language, much research has focused on the effect 
of morphology on Arabic Information Retrieval 
(IR).  The goal of morphology in IR is to conflate 
words of similar or related meanings.  Several 
early studies suggested that indexing Arabic text 
using roots significantly increases retrieval 
effectiveness over the use of words or stems [1, 3, 

11].  However, all the studies used small test 
collections of only hundreds of documents and the 
morphology in many of the studies was done 
manually.   
Performing morphological analysis for Arabic IR 
using existing Arabic morphological analyzers, 
most of which use finite state transducers [4, 12, 
13], is problematic for two reasons.  First, they 
were designed to produce as many analyses as 
possible without indicating which analysis is most 
likely.  This property of the analyzers complicates 
retrieval, because it introduces ambiguity in the 
indexing phase as well as the search phase of 
retrieval.  Second, the use of finite state 
transducers inherently limits coverage, which the 
number of words that the analyzer can analyze, to 
the cases programmed into the transducers.  
Darwish attempted to solve this problem by 
developing a statistical morphological analyzer for 
Arabic called Sebawai that attempts to rank 
possible analyses to pick the most likely one [7].  
He concluded that even with ranked analysis, 
morphological analysis did not yield statistically 
significant improvement over words in IR.  A later 
study by Aljlayl et al. on a large Arabic collection 
of 383,872 documents suggested that lightly 
stemmed words, where only common prefixes and 
suffixes are stripped from them, were perhaps 
better index term for Arabic [2].  Similar studies by 
Darwish [8] and Larkey [14] also suggested that 
light stemming is indeed superior to morphological 
analysis in the context of IR.   
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However, the shortcomings of morphology might 
be attributed to issues of coverage and correctness.  
Concerning coverage, analyzers typically fail to 
analyze Arabized or transliterated words, which 
may have prefixes and suffixes attached to them 
and are typically valuable in IR.  As for 
correctness, the presence (or absence) of a prefix 
or suffix may significantly alter the analysis of a 
word.  For example, for the word “Alksyr” is 
unambiguously analyzed to the root “ksr” and stem 
“ksyr.”  However, removing the prefix “Al” 
introduces an additional analysis, namely to the 
root “syr” and the stem “syr.”  Perhaps such 
ambiguity can be reduced by using the context in 
which the word is mentioned.  For example, for the 
word “ksyr” in the sentence “sAr ksyr” (and he 
walked like), the letter “k” is likely to be a prefix. 
The problem of coverage is practically eliminated 
by light stemming.  However, light stemming 
yields greater consistency without regard to 
correctness.  Although consistency is more 
important for IR applications than linguistic 
correctness, perhaps improved correctness would 
naturally yield great consistency.  Lee et al. [15] 
adopted a trigram language model (LM) trained on 
a portion of the manually segmented LDC Arabic 
Treebank in developing an Arabic morphology 
system, which attempts to improve the coverage 
and linguistic correctness over existing statistical 
analyzers such as Sebawai [15].  The analyzer of 
Lee et al. will be henceforth referred to as the 
IBM-LM analyzer.  IBM-LM's analyzer combined 
the trigram LM (to analyze a word within its 
context in the sentence) with a prefix-suffix filter 
(to eliminate illegal prefix suffix combinations, 
hence improving correctness) and unsupervised 
stem acquisition (to improve coverage).  Lee et al. 
report a 2.9% error rate in analysis compared to 
7.3% error reported by Darwish for Sebawai [7]. 
This paper evaluates the IBM-LM analyzer in the 
context of a monolingual Arabic IR application to 
determine if in-context morphology leads to 
improved retrieval effectiveness compared to out-
of-context analysis.  To determine the effect of 
improved analysis, particularly the use of in-
context morphology, the analyzer is used to 
produce analyses of words in isolation (with no 
context) and in-context.  Since IBM-LM only 
produces stems, Sebawai was used to produce the 
roots corresponding to the stems produced by 

IBM-LM.  Both are compared to Sebawai and light 
stemming. 
The paper will be organized as follows:  Section 2 
surveys related work; Section 3 describes the IR 
experimental setup for testing the IBM-LM 
analyzer; Section 4 presents experimental results; 
and Section 5 concludes the paper.  

2 Related Work 

Most early studies of character-coded Arabic text 
retrieval relied on relatively small test collections 
[1, 3, 9, 11].  The early studies suggested that 
roots, followed by stems, were the best index terms 
for Arabic text.  More recent studies are based on a 
single large collection (from TREC-2001/2002) [9, 
10]. The studies examined indexing using words, 
word clusters [14], terms obtained through 
morphological analysis (e.g., stems and roots [9]), 
light stemming [2, 8, 14], and character n-grams of 
various lengths [9, 16].  The effects of normalizing 
alternative characters, removal of diacritics and 
stop-word removal have also been explored [6, 
19].  These studies suggest that perhaps light 
stemming and character n-grams are the better 
index terms.   
Concerning morphology, some attempts were 
made to use statistics in conjunction with rule-
based morphology to pick the most likely analysis 
for a particular word or context.  In most of these 
approaches an Arabic word is assumed to be of the 
form prefix-stem-suffix and the stem part may or 
may not be derived from a linguistic root.  Since 
Arabic morphology is ambiguous, possible 
segmentations (i.e. possible prefix-stem-suffix 
tuples) are generated and ranked based on the 
probability of occurrence of prefixes, suffixes, 
stems, and stem template.  Such systems that use 
this methodology include RDI’s MORPHO3 [5] 
and Sebawai [7].  The number of manually crafted 
rules differs from system to system.  Further 
MORPHO3 uses a word trigram model to improve 
in-context morphology, but uses an extensive set of 
manually crafted rules.  The IBM-LM analyzer 
uses a trigram language model with a minimal set 
of manually crafted rules [15].  Like other 
statistical morphology systems, the IBM-LM 
analyzer assumes that a word is constructed as 
prefix-stem-suffix.  Given a word, the analyzer 
generates all possible segmentations by identifying 
all matching prefixes and suffixes from a table of 
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prefixes and suffixes.  Then given the possible 
segmentations, the trigram language model score is 
computed and the most likely segmentation is 
chosen.  The analyzer was trained on a manually 
segmented Arabic corpus from LDC.  

3 Experimental Design  

IR experiments were done on the LDC 
LDC2001T55 collection, which was used in the 
Text REtrieval Conference (TREC) 2002 cross-
language track.  For brevity, the collection is 
referred to as the TREC collection.  The collection 
contains 383,872 articles from the Agence France 
Press (AFP) Arabic newswire.  Fifty topics were 
developed cooperatively by the LDC and the 
National Institute of Standards and Technology  
(NIST), and relevance judgments were developed 
at the LDC by manually judging a pool of 
documents obtained from combining the top 100 
documents from all the runs submitted by the 
participating teams to TREC’s cross-language 
track in 2002.  The number of known relevant 
documents ranges from 10 to 523, with an average 
of 118 relevant documents per topic [17].  This is 
presently the best available large Arabic 
information retrieval test collection.  The TREC 
topic descriptions include a title field that briefly 
names the topic, a description field that usually 
consists of a single sentence description, and a 
narrative field that is intended to contain any 
information that would be needed by a human 
judge to accurately assess the relevance of a 
document [10].  Queries were formed from the 
TREC topics by combining the title and 
description fields.  This is intended to model the 
sort of statement that a searcher might initially 
make when asking an intermediary, such as a 
librarian, for help with a search. 
Experiments were performed for the queries with 
the following index terms:   
• w:  words.   
• ls:  lightly stemmed words, obtained using Al-

Stem [17]1. 
• SEB-s:  stems obtained using Sebawai. 
• SEB-r:  roots obtained using Sebawai. 

                                                        
1 A slightly modified version of Leah Larkey’s Light-10 light 
stemmer [8] was also tried, but the stemmer produced very 
similar results to Al-Stem. 

• cIBM-LMS:  stems obtained using the IBM-
LM analyzer in context.  Basically, the entire 
TREC collection was processed by the 
analyzer and the prefixes and suffixes in the 
segmented output were removed. 

• cIBM-SEB-r:  roots obtained by analyzing the 
in-context stems produced by IBM-LM using 
Sebawai. 

• IBM-LMS:  stems obtained using the IBM-LM 
analyzer without any contextual information.  
Basically, all the unique words in the 
collection were analyzed one by one and the 
prefixes and suffixes in the segmented output 
were removed. 

• IBM-SEB-r:  roots obtained by analyzing the 
out-of-context stems produced by IBM-LM 
using Sebawai. 

All retrieval experiments were performed using the 
Lemur language modeling toolkit, which was 
configured to use Okapi BM-25 term weighting 
with default parameters and with and without blind 
relevance feedback (the top 20 terms from the top 
5 retrieved documents were used for blind 
relevance feedback).   To observe the effect of 
alternate indexing terms mean uninterpolated 
average precision was used as the measure of 
retrieval effectiveness.  To determine if the 
difference between results was statistically 
significant, a Wilcoxon signed-rank test, which is a 
nonparametric significance test for correlated 
samples, was used with p values less than 0.05 to 
claim significance.   

4 Results and Discussion 

Figure 1 shows a summary of the results for 
different index terms.  Tables 1 and 2 show 
statistical significance between different index 
terms using the p value of the Wilcoxon test.  
When comparing index terms obtained using IBM-
LM and Sebawai, the results clearly show that 
using better morphological analysis produces 
better retrieval effectiveness.  The dramatic 
difference in retrieval effectiveness between 
Sebawai and IBM-LM highlight the effect of errors 
in morphology that lead to inconsistency in 
analysis.  When using contextual information in 
analysis (compared to analyzing words in isolation 
– out of context) resulted in only a 3% increase in 
mean average precision when using stems (IBM-
LMS), which is a small difference compared to the 
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effect of blind relevance feedback (about 6% 
increase) and produced mixed results when using 
roots (IBM-SEB-r).  Nonetheless, the improvement 
for stems was almost statistically significant with p 
values of 0.063 and 0.054 for the cases with and 
without blind relevance feedback.  Also 
considering that improvement in retrieval 
effectiveness resulted from changing the analysis 
for only 0.12% of the words in the collection (from 
analyzing them out of context to analyzing them in 
context)2 and that the authors of IBM-LM report 
about 2.9% error rate in morphology, perhaps 
further improvement in morphology may lead to 
further improvement in retrieval effectiveness.  
However, further improvements in morphology 
and retrieval effectiveness are likely to be difficult.  
One of difficulties associated with developing 
better morphology is the disagreement on what 
constitutes “better” morphology.  For example, 
should “mktb” and “ktb” be conflated?   “mktb” 
translates to office, while ktb translates to books.  
Both words share the common root “ktb,” but they 
are not interchangeable in meaning or usage.  One 

                                                        
2 Approximately 7% of unique tokens had two or more differ-
ent analysis in the collection when doing in-context morphol-
ogy.  In tokens with more than one analysis, one of the 
analyses was typically used more than 98% of the time.  

would expect that increasing conflation would 
improve recall at the expense of precision and 
decreasing conflation would have the exact 
opposite effect.  It is known that IR is more 
tolerant of over-conflation than under-conflation 
[18].  This fact is apparent in the results when 
comparing roots and stems.  Even though roots 
result in greater conflation than stems, the results 
for stems and roots are almost the same.  Another 
property of IR is that IR is sensitive to consistency 
of analysis.  In the case of light stemming, 
stemming often mistakenly removes prefixes and 
suffixes leading to over conflation, for which IR is 
tolerant, but the mistakes are done in a consistent 
manner.  It is noteworthy that sense 
disambiguation has been reported to decrease 
retrieval effectiveness [18]. However, since 
improving the correctness of morphological 
analysis using contextual information is akin to 
sense disambiguation, the fact that retrieval results 
improved, though slightly, using context sensitive 
morphology is a significant result. 
In comparing the IBM-LM analyzer (in context or 
out of context) to light stemming (using Al-Stem), 
although the difference in retrieval effectiveness is 
small and not statistically significant, using the 
IBM-LM analyzer, unlike using Al-Stem, leads to 

Figure 1.  Comparing index term with and without blind relevance feedback using mean average 
precision 
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statistically significant improvement over using 
words.  Therefore there is some advantage, though 
only a small one, to using statistical analysis over 
using light stemming.  The major drawback to 
morphological analysis (specially in-context 
analysis) is that it requires considerably more 
computing time than light stemming3. 

5 Conclusion 

The paper investigated the effect of improved 
morphological analysis, especially context 
sensitive morphology, in Arabic IR applications 
compared to other statistical morphological 
analyzers and light stemming.  The results show 
that improving morphology has a dramatic effect 
on IR effectiveness and that context sensitive 
morphology slightly improved Arabic IR over non-
context sensitive morphology, increasing IR 

                                                        
3 The processing of the TREC collection using the in-context 
IBM-LM required 16 hours on a 2.4 GHz Pentium 4 machine 
with 1 Gigabyte of RAM compared to 10 minutes to perform 
light stemming.  

effectiveness by approximately 3%.  The 
improvement is almost statistically significant.  
Developing better morphology could lead to 
greater retrieval effectiveness, but improving 
analyzers is likely to be difficult and would require 
careful determination of the proper level of 
conflation.  In overcoming some of the difficulties 
associated with obtaining “better” morphology (or 
more fundamentally the proper level of word 
conflation), adaptive morphology done on a per 
query term basis or user feedback might prove 
valuable.  Also, the scores that were used to rank 
the possible analyses in a statistical morphological 
analyzer may prove useful in further improving 
retrieval.  Other IR techniques, such as improved 
blind relevance feedback or combination of 
evidence approaches, can also improve 
monolingual Arabic retrieval. 
Perhaps improved morphology is particularly 
beneficial for other IR applications such as cross-
language IR, in which ascertaining proper 
translation of words is particularly important, and 

ls SEB-s SEB-r 
IBM-
LMS 

IBM-
SEB-r 

cIBM-
LMS 

cIBM-
SEB-r 

 

0.055 0.475 0.671 0.038 0.027 0.019 0.049 w 
 0.004 0.023 0.560 0.359 0.946 0.505 ls 
  0.633 0.005 0.001 0.001 0.012 SEB-s 
   0.039 0.007 0.020 0.064 SEB-r 

    0.0968 0.063 0.758 
IBM-
LMS 

     0.396 0.090 
IBM-
SEB-r 

      0.001 
cIBM-
LMS 

Table 1. Wilcoxon p values (shaded=significant) , with blind  relevance feedback. 

ls SEB-s SEB-r 
IBM-
LMS 

IBM-
SEB-r 

cIBM-
LMS 

cIBM-
SEB-r 

 

0.261 0.035 0.065 0.047 0.135 0.011 0.016 w 
 0.000 0.000 0.968 0.757 0.515 0.728 ls 
  0.269 0.000 0.000 0.000 0.000 SEB-s 
   0.000 0.000 0.000 0.000 SEB-r 

    0.732 0.054 0.584 
IBM-
LMS 

     0.284 0.512 
IBM-
SEB-r 

      0.005 
cIBM-
LMS 

Table 2. Wilcoxon p values (shaded=significant) , without blind relevanc e feedback 
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in-document search term highlighting for display 
to a user.  
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