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Abstract

ThePennDiscourseTreeBankPDTB)is anew re-
sourcebuilt on top of the PennWall Street Journal

corpus,in which discourseconnecties are anno-
tatedalongwith their aguments. Its useof stand-
off annotationallows integration with a stand-of
versionof the PennTreeBank(syntacticstructure)
and PropBank(verbsand their aguments),which
addsvalue for both linguistic discovery and dis-
coursemodeling. Herewe describethe PDTB and
someexperimentsin linguistic discorery basedon
the PDTB alone,aswell ason thelinked PTB and
PDTB corpora.

1 Introduction

Large scale annotatedcorporasuch as the Penn
TreeBank(Marcuset al., 1993) have playeda cen-

tral role in speechand natural languageresearch.

However, with the demandor morepowerful NLP
applicationscomesa needfor greaterrichnessin
annotation— hence,the developmentof PropBank
(Kingshury andPalmet 2002),which addsbasicse-
manticsto the PTB in the form of verb predicate-
algumentannotatiorandeventuallysimilar annota-
tion of nominalizations.We have beendeveloping
yet anotherannotatioriayer above theseboth. The
PennDiscourseTreeBank(PDTB) addslow-level
discoursestructureandsemanticshroughtheanno-
tationof discourseconnecttesandtheiraguments,
usingconnectie-specificsemantigole labels.With
this addedknowledge,the PDTB (togethemwith the
PTB and PropBank)shouldsupportmorein-depth
NLP researctandmorepowerful applications.
Work on the PDTB is groundedin a lexical-
ized approachto discourse- DLTAG (Webberand
Joshi, 1998; Webberet al., 1999a; Webberet al.,
2000; Webberet al., 2003). Here, low-level dis-
course structure and semanticsare taken to re-
sult(in part)from composingelementarypredicate-
amgumentrelationswhosepredicatescome mainly
from discourseconnecties: andwhosearguments

!Despitethis, we have deliberatelyadopteda policy of hav-
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comefrom units of discourse- clausal,sentential
or multi-sententialunits. The PDTB thereforedif-
fersfrom the RST-annotateatorpus(Carlsonet al.,
2003) which startswith (abstract)rhetorical rela-
tions (Mannand Thompson,1988)andannotates
subsebf the PennWSJcorpuswith thoserelations
that canbe taken to hold between(primarily) pairs
of discoursespansdentifiedin thecorpus.

The currentpaperfocuseson what can be dis-
coveredthroughanalyzingPDTB annotation both
on its own andtogetherwith the PennTreeBank.
Section 2 of the paper briefly reviews the theo-
retical backgroundof the project, its currentstate,
the guidelinesgiven to annotatorsthe annotation
tool they used(WordFreak), andthe extentof inter
annotatoagreementSection3 shavs how we have
usedPDTB annotationalongwith the PTB, to ex-
tract several featurespertainingto discoursecon-
nectvesandtheiramgumentsanddiscussesherel-
evanceof thesefeaturesfor NLP researchand ap-
plications.Section4 concludesvith the summary

2 Project overview
2.1 Theoretical background

The PDTB projectbuilds on basicideaspresented
in WebberandJoshi(1998),Webberet al. (1999b)
and Webberet al. (2003) — that connecties are
discourse-leel predicatesvhich projectpredicate-
argumentstructureon a par with verbsat the sen-
tencelevel. Webberand Joshi(1998) proposea
tree-adjoininggrammarfor discourse(DLTAG) in
which compositionalaspectof discoursemeaning
are formally defined,thus teasingapartcomposi-
tional from non-compositionalayers of meaning.
In thisframework, connectresaregroupednto nat-
ural classesdependingon the structurethat they
projectatthediscoursdevel. Subordinat@andcoor
dinatingconjunctionsfor example,requiretwo ar

ing the annotationsndependent of the DLTAG structuralde-
scriptionsfor two reasons: (1) to make the annotatedcor
pususefulto researchersorking in differentframevorksand
(2) to simplify the annotators'task, therebyincreasinginter
annotatorreliability.



gumentghatcanbeidentifiedstructurallyfrom ad-

jacentunitsof discourseWhatWebberetal. (2003)

call anaphoric connectives (discourseadwerbials,
suchasotherwise, instead, furthermore, etc.) also

require two amguments— one derived structurally

and the other derived anaphoricallyfrom the pre-

cedingdiscourse. The crucial contrikution of this

framework to the designof PDTB is what can be

seenasabottom-up approach to discoursestructure.
Specifically insteadof appealingo anabstrac{and

arbitrary) setof discourserelationswhoseidentifi-

cationmay confoundmultiple sourcesof discourse
meaning,we startwith the annotationof discourse
connecties and their aguments,thus exposing a

clearlydefinedlevel of discourseepresentation.

2.2 Project description

The PTDB projectbeganin November2002. The

first phase,jncluding pilot annotationsand prelim-

inary developmentof guidelineswascompletedn

May 2003,andwe expectto releasehe PDTB by

November2005. Intermediateversionsof the an-

notatedcorpuswill be madeavailablefor feedback
from the community

The PDTB corpuswill include annotationsof
four typesof connecties: subordinatingand co-
ordinatingconjunctionsadwerbial connecties and
implicit connectes. The final numberof annota-
tionswill amountto approximately30K: 20K anno-
tationsof the 250typesexplicit connectiesidenti-
fied in the corpusand 10K annotationsof implicit
connecties. The final versionof the corpuswill
also characterizehe semanticrole of eachargu-
ment.

To date,we have annotatedlO explicit connec-
tives(therefore, as a result, instead, otherwise, nev-
ertheless, because, although, even though, when, so
that), amountingto a total of 2717 annotationsas
well as 386 tokensof implicit connecties. Anno-
tationshave beenperformedby two to four annota-
tors.

2.3 Annoctation guidelines

The annotation guidelines for PDTB have
been revised considerably since the pilot
phase of the project in May 2003. The cur
rent version of the guidelines is available at
http://ww. ci s. upenn. edu/ ~pdtb. Below
we outline basicpointsfrom the guidelines.

What counts as a discourse connective? We
countas discourseconnecties (1) all subordinat-
ing andcoordinatingconjunctions(2) all discourse
adwerbials,and (3) all intersententiaimplicit con-
nectives. Discourseadwerbialsinclude only those
adwerbialswhich convey relationshipdbetweenwo

abstract objects suchasevents,statespropositions,
etc. (Asher 1993). For instancejn Examplel, as
aresult conveys a cause-déct relationbetweerthe
event of limiting the size of industriesandthat of
industriesoperatingout of small,expensve, andin-
efficient units. In contrastthe semantidanterpreta-
tion of theclausaladwerbial strangely in Example2
only requiresa singleevent/statevhich it classifies
in the setof strange events/states.

(1) [In thepast,the socialistpoliciesof the govern-
mentstrictly limited the size of new steelmills,
petrochemicaplants,car factoriesand otherin-
dustrial concerngto consere resourcesaandre-
strict the profits businessmerould make]. As
a result, [industry operatecbut of small, expen-
sive, highly inefficientindustrialunits].

(2) Strangelycorventionalwisdominsidethe Belt-
way regardsthesetransferpaymentsas“uncon-
trollable” or “nondiscretionary

Implicit connecties aretaken to occur between
adjacentsentencesot relatedby ary explicit con-
nectve. They areannotatedvith whatever explicit
connectve the annotatorfeels could be inserted,
with the original meaningretained. Assessmenof
interannotatoragreemengroupstheseannotations
into five coarseclasseg(Miltsakaki et al., 2004).
Currently we are not annotatingimplicit connec-
tives intra-sententially(such as betweena main
clauseandafreeadjunct)or acrosgparagraphs.

What counts as a legal argument? The sim-
plestargumentto a connectie is what we take to
be the minimum unit of discourse. Becausewe
take discourserelationsto hold betweenabstract
objects, werequirethatanargumentcontainatleast
oneclause-lgel predication(usuallyaverb—tensed
or untensed)thoughit may spanasmuchasa se-
guenceof clausesr sentencesThetwo exceptions
arenominalphraseghatexpressaneventor a state,
and discoursedeicticsthat denotean abstract ob-
ject.

Whatwe describeto annotatorsas arguments to
discourseconnecties are actually the textual span
from which the agumentis derived (Webberet al.,
1999a;Webberetal., 2003). Thisis especiallyclear
in the caseof the first agumentof instead in (3),
which doesnot actually include the negation, al-
thoughit is partof the selectedext.®

2For a more detaileddiscussionof how discourseadwer-
bials canbe distinguishedrom clausalad\erbials,seeForbes
(2003).

3For a corpus-basedtudyof the argumentsof instead, see
(Miltsakakietal., 2003).



(3) [No price for the new shareshasbeenset]. In-
stead, [the companiesvill leaveit upto themar
ketplaceto decide].

How far does an argument extend? Onepar
ticularly significantadditionto the guidelinescame
as a result of differencesamongannotatorsas to
how large a spanconstitutedhe agumentof a con-
nectve. During pilot annotationsannotatoraused
three annotationtags: CONN for the connectie
andARG1 and ARG2 for the two aguments. To
this set, we have addedtwo optional tags, SUP1
and SUP2 (supplementary), for casesvhenthe an-
notatorwantsto mark textual spanss/heconsiders
to be useful, supplementary informationfor the in-
terpretationof an algument. Examples(4) and(5)
demonstratéts use. The agumentsare shavn in
squarebraclets, while spansproviding supplemen-
tary informationareshawvn in parentheses.

(4) Although [startedin 1965], [Wedtechdidn't re-
ally getrolling until 1975](whenMr. Neubeger
discoveredthe FederalGovernments Section8
minority businesgprogram).

(5) Because[mutualfundtradesdon’t take effectun-
til the market close](—in this caseat4 p.m. -)
[theseshareholdersffectively stayedput].

2.4 Inter-Annotation Reliability

An extensve discussiorof interannotatorreliabil-
ity in the PDTB is presentedn (Miltsakaki et al.,
2004). Thethreethingsthatarerelevantto the dis-
cussionhereof usingthe PDTB for linguistic dis-
covery are(1) the agreementriterion, (2) thelevel
of interannotatoragreementand (3) the typesof
interannotatowariation.

With respectto agreementwe did not usethe
kappastatistic(SiegelandCastellan]1988)because
it requiresthe datatokensto be classifiedinto dis-
cretecategoriesand PDTB annotationinvolves se-
lectinga spanof text whoselengthis not prescribed
a priori.> Insteadof kappa, we assessednter
annotatoragreementusing an exact match crite-
rion: for ary ARG1or ARG2token,agreemenivas
recordedas1 whenboth annotatorgnadeidentical

4SUP annotationshave not been used in the current
experiments.

SCarlsonet al. (2003)avoid this by usingtwo setsof cat-
egories: onesetin which thereis a separateateyory for each
spanthatcouldconstituteanelementaryliscoursainit, andone
setin which thereis only a separateatgory for eachspanthat
at leastone annotatorhasselected.Becauseahe agumentsof
connectvestendto belongerandhencemorevariablethanthe
elementaryspansusedin the RSTcorpus,we do not seeary
gainfrom introducingthefirst setof categyories,andthesecond
setis equivalentto our exact match criterion.

textual selectiondor the annotatiorand0 whenthe
annotatorsnadenon-identicalkelections.

TreatingARG1 and ARG2 annotationsasinde-
pendentokensfor assessmenthe total numberof
interannotatojudgmentsassessefbr explicit con-
nectveswastwicethenumberof connectve tokens,
i.e, 5434.1n this measurewe achiezed a high-level
of agreemenbn the agumentso subordinatecon-
junctions (92.4%), while lower agreemenbn ad-
verbials(71.8%)° This differencebetweerthetwo
typesis not surprising,sincelocatingthe anaphoric
(ARG1) agumentof adwerbial connecties is be-
lieved to be a hardertaskthanthat of locatingthe
argumentsof subordinatingconjunctions. For ex-
ample theanaphori@amgumentof theadwerbialcon-
nectvesmay belocatedin somenon-adjacenspan
of text, evenseveralparagraphsway.

A detailedanalysisof interannotatorvariation
shavs that most of the disagreement$79%) in-
volved Partial Overlap — thatis, text thatis com-
monto whatis selectedseparatelyby eachannota-
tor. Partial overlap subsumesatayoriessuchas(a)
higher verb, whereone of the annotatorsncluded
someextra clausalmaterialthat containeda higher
governing predicate,(b) dependent clause, where
one of the annotatorsncludedextra clausalmate-
rial whichwassyntacticallydependenbntheclause
selectedby both, and (c) parenthetical, whereone
of the annotatorgncludedtext that occurredin the
middleof theotherannotators selection Example6
illustratesa caseof higher verb disagreement.

(6) a. [heknew the RDF wasneitherrapid nor de-
ployable nor a force] — even though [it cost
$8billion or $10billion ayear].

b. heknew [the RDF wasneitherrapid nor de-
ployable nor a force] — even though [it cost
$8billion or $10billion ayear].

The partial overlap disagreementareimportant
with respecto theexperimentslescribedn thenext
section,becausanostof this variationturnsout to
beirrelevantto the experiments.We will elaborate
onthisfurtherin the next section.

3 DataMining

PDTB annotationindicatestwo things: the argu-

ments of eachexplicit discourseconnectie andthe
lexical tokens thatactuallyplay arole asdiscourse
connecties. It should be clear that the former

5In Miltsakaki etal. (2004),we have reportedon the anno-
tationof implicit connectvesaswell. We achiered 72%agree-
menton the useof explicit expressionsn placeof theimplicit
connectves. More detailsontheimplicit connectve annotation
canbefoundin thiswork.



cannotbe derived automaticallyfrom existing re-
sourcessincedeterminingthe size andlocation of
the agumentsis not simply a matterof sentential
syntaxor verb predicateagumentrelations. But
thelatteris alsoa non-trivial featurebecausevery
lexical itemthatfunctionsasadiscourseconnectie
alsohasarangeof otherfunctions. While someof
thesefunctionscorrelatewith POS-tagstherthan
thoseusedin annotatingconnecties,thePTBPOS-
tags themseles cannotalways be reliably distin-
guished,given inconsistenciesn how the lexical
itemsareanalyzed.

We believe that the PDTB annotationcan con-
tribute to a rangeof linguistic discovery and lan-
guagemodelingtasks,suchas

e providing empirical evidencefor the DLTAG
claim that discourseadwerbials get one amgu-
ment anaphorically while structuralconnec-
tives such as conjunctionsestablishrelations
betweeradjacenunits of text (Creswelletal.,
2002).

e acquiringcommonusagepatternsof connec-
tivesandidentifying their dependenciesn or-
der to support “natural” choicesin Natural
LanguageGeneratior(di Eugenioetal., 1997;
MoserandMoore, 1995; Williams andReiter
2003).

e developing decisionproceduredor resolving
and interpreting discourseadwerbials (Milt-
sakakietal.,2003)which canbebuilt ontop of
discourseparsingsystemgForbesetal.,2003).

e developing“word sensedisambiguation’pro-
ceduresfor distinguishing among different
sensesof a connectre and henceinterpret-
ing connecties correctly (e.g., distinguishing
betweentemporaland explanatorysince, be-
tween hypotheticaland counteréctual if, be-
tweenepistemicandsemantidecause, etc.)

e providing empirical evidencefor theoriesof
anaphorigphenomenauchasverb phrase el-
lipsis that seethemas sensitve to the type of
discourserelationin which they areexpressed
(HardtandRomero,2002;Kehler 2002).

Thevalue of carryingout suchstudiesusinga sin-
gle corpuswith multiple layersof annotatioris that
relationshipsetweerphenomenareclearer (The
downsideis focusingon a single genre— nenspa-
per text — and a particular“housestyle” — that of
the Wall Sreet Journal. However, developing the
PDTB may help facilitate the productionof more
suchcorpora,throughan initial passof automatic
annotation,followed by manualcorrection, much

aswasdonein developingthe PTB (Marcuset al.,
1993).)

Here we presentsomepreliminary experiments
we have carried out on the currentversionof the
PDTB. We automaticallyextracted featuresasso-
ciated with discourseconnecties and their argu-
ments pothfrom thePDTB annotatioraloneaswell
asfrom theintegratedannotationof the PDTB and
PTB. The findings reveal novel patternsregarding
the locationandsize of the agumentsof discourse
connectresandsuggesadditionalexperiments.

The multi-layered annotationsfor PDTB, PTB
(andsoonto be availablePropBank)arerenderedn
XML within a “stand-of” annotationarchitecture
in which multiple (independentlconductedanno-
tationsreferto the sameprimary document.Word-
Freak directly renderghe PDTB annotationsn the
stand-of XML representatiorjut for the syntactic
layer, the PTB phrasestructureconstituentannota-
tionshadto first be convertedto the XML stand-of
representation.

For preparinghe connectie tokensfor datamin-
ing, we startedwith the 2717 annotationgfor the
10 explicit connectiesreportedin Section2.2 and
extractedthosetokens on which we achiered full
“exact match” agreementswell as “partial over
lap” agreemenbn both the amguments(cf. Sec-
tion 2.4). We felt justified in combiningboth sets
becausépartial overlap” disagreementsyhich oc-
curredmostly within sentencesdid not male ary
overalldifferenceo thefeatureshatwereextracted.
The total numberof tokenswe obtainedfrom this
was2688.51 tokensonthis sethadto bethrovn out
sincethe official releaseof the PennTreeBankdid
nothave thecorrespondingyntacticannotationgor
thesetokens® Fromtheremaining2637tokens,we
extractedtwo setsof features,one for adwerbials
(229 tokens) and the other for subordinatingcon-
junctions(2408tokens).

For the adwerbials, we wanted to determine
whether the results reported in earlier work
(Creswell et al., 2002) held up. Among other
things, this work examinedwhether(1) anaphoric
argumentscould be reliably annotated,to facili-
tate the developmentof robust anaphoraresolu-
tion algorithms,and (2) therewere differenceshe-

"Thanksto JeremyLacivita for implementingtherepresen-
tationof PTB in stand-of XML form. The stand-of represen-
tationof PTB will bereleasedogethemwith the PDTB corpus.

8Researcheraho are currentlyconductingor areplanning
to conductmulti-layeredannotationor experimentswith the
PennTreeBankshouldbe aware that the official releasecon-
tains more sourceand PoS-taggediles than the parsedfiles.
Futureannotation®fthePDTBwill only beperformedontexts
thatareparsed.



tweenthetype, sizeandlocationof the amguments
of anaphoric(adwerbial) connectres and thoseof
structuralconnecties.

The high interannotatoragreementeportedin
this earlier study hasnow beenconfirmedby the
PDTBannotatior(cf. Section2.4). As for theother
we automaticallyextractedsomeof the samefea-
tures that were hand-annotateih Creswell et al.
(2002) to determinethe distribution of thesecon-
nectives with respectto their position (POS) and
thesizeandlocation(L OC) of theiranaphoria@rmu-
ments.Thesefeaturesarefurtherdescribedelow:

POS: pertainsto the position of the connective in
its host argument, i.e., theargumentin whichit oc-
curs? POS cantake threedefinedvalues:INIT for
amgument-initialposition (Examplesr-9), MED for
argument-medialposition (Examples10-11), and
FINAL for amgument-finalposition (Examples12
and 13). Note that the hostamgumentof the con-
nective is asentencén Example8 and9, a VP con-
junctin Example7, a free adjunctin Examplel0,
themainclauseof asentencén Examplell, asub-
ordinateclausein Examplel2, andfinally, the first
of thetwo coordinatedsentencem Examplel3.

LOC: pertainsto the size and location of the
anaphoric argument of the connectre. LOC can
take four definedvalues:SS for whentheanaphoric
algumentoccursin the samesentenceasthe con-
nective (Examples7, 10 and11), PS for whenthe
amgumentoccursin the immediatelyprevious sen-
tence(Examplesl2 and13), PP for whentheargu-
mentoccursin theimmediatelyprecedingsequence
of sentence¢Example8), andNC for whenthear
gumentoccursin somenon-contiguousentence(s)
(Example9). A sentence is definedas minimally
a main clauseand all of its attachedsubordinate
clausesjf ary. Coordinatedmain clausespy this
definition, are treatedas separatesentences.Note
thataccordingto the definition of the LOC feature,
the anaphoricagumentmay constitutethe entire
sentence(spsin Examples8, 9 and13, orit maybe
partof thesentence(shsin Examples/ and10-12.

An importantaspectof the LOC featureis that
it involved the multi-layering of PDTB and PTB,
sincethe PDTBitself containsnoinformationabout
syntacticconstitueng or evensentencéoundaries.
For deriving theL OC featurevalueswe neededn-
formation not only aboutthe sentenceboundaries
of texts, but also aboutcoordinatedclausebound-
aries, which requires accessingsentence-internal
constituents.

®We achieved 94.1% agreementon the host agument
(ARG2) annotations.

(7) INIT-SS: Rep.JohnLaFalce(D., N.Y.) saidMr.
Johnsomrefusedto testify jointly with Mr. Mul-
ford] andinstead [askedto appeaafterthe Trea-

sury official hadcompletechis testimoty].

INIT-PP: [But Mr. Treybig questionswhether
thatwill be enoughto stopTandems first main-
framefrom taking on someof the functionsthat
large organizationgpreviously soughtfrom Big
Blue’'s machines. "The answerisn't price re-
ductions, but newv systems, he said]. Never-
theless, [Tandemfacesa variety of challenges,
the biggestbeingthat customersgyenerallyview
the compaly’s computersas complementaryto
IBM’ s mainframes].

(8)

(9) INIT-NC: [For years,costumejewelry makers
fought a losing battle]. Jevelry displaysin de-
partmentstoreswere often clutteredand unin-
spired. And the merchandisevas, well, fake.
As aresult, [marketersof fauxgemssteadilylost
spacein departmenstoresto more fashionable

rivals— cosmeticsnakers].

(10) MED-SS: Investorsusuallydon't want[to take
physicaldelivery of a contract], [preferringin-
stead to profit from its price swingsandthenend
ary obligationto take delivery or make delivery

asit nearsexpiration].

MED-SS: Although [bond prices werent as
volatile on Tuesdaytrading as stock prices],
[tradersnevertheless said action alsowas much
sloweryesterdayn the Treasurymarket].

(11)

(12) FIN-PS: Buyers can look forward to double-
digit annualreturnsif [they areright]. But they
will have disappointingreturnsor evenlossesf

[interestratesrise] instead.

(13) FIN-PS: [Tons of delectablyrotting potatoes,
barley andwheatwill fill dampbarnsacrosshe
landasthousand®f farmergurnthe states buy-
ersaway]. [Many apigletwon’'t bebornjasare-
sult, andmary ahamwill neverhangin abutcher

shop.

Thedistribution of the POS featurevaluesacross
the different connecties, given in Table 1, shavs
that the connecties in this set occurredpredomi-
nantlyin theinitial positionof their hostagument.
The questionof whetheror not thesedifferent po-
sitions correlatewith ary aspectof the informa-
tion structureof theagumentgForbeset al., 2003;
Kruijff-Korbayawa andWebbey 2001)is, however,
an openone and will needto be explored further
with the PDTB annotations.

INIT
201(87.8%)

MED
13(5.7%)

FIN
15 (6.5%)

TOTAL
229

Tablel: Distribution of the Position(POS) of Dis-
courseAdverbials



CONN SS PS PP NC Total
nevertheless| 3 (9.7%) 17 (54.8%) | 3 (9.7%) 8 (25.8%) | 31
otherwise 2 (111%)| 14 (77.8%)| 1 (5.6%) 1 (5.6%) | 18
asaresult 3 (4.8%) 44 (69.8%) | 5 (7.9%) | 12 (19%) 63
therefore 11 (55%) 7 (35%) 1 (5%) 1 (5%) 20
instead 22 (22.7%) | 62 (63.9%)| 2 (2.1%)| 11 (11.3%) | 97
TOTAL 41 (17.9%) | 144 (62.9%) | 12 (5.2%) | 33 (14.4%) | 229

Table2: Distribution for Location(L OC) of AnaphoricArgumentof Adverbial Connecties

Thedistribution of theL OC valuesacrosghedif-
ferentconnectiesis shavn in Table2. Wefirst look
at all the connecties taken together(i.e., the final
TOTAL row) andfocuson differencesn LOC and
whatsuchdifferencesuggest.

Thefirst thing that is evident from the TOTAL
row in Table2 is thesignificantproportionof ARG1
tokensthat occurin a positionnon-adjacento the
discourseadwerbial (NC = 14.4%). This accords
with theresultsin (Creswellet al., 2002),in terms
of providing evidencethatdiscourseadwerbials(un-
like structuralconnecties)arenotgettingboththeir
argumentdrom structurallydefinedpositions.

Thesecondointthatis evidentfromthe TOTAL
row is the significantproportionof ARG1 tokens
in SS location. This includesinstancesof ARG1
in complementclauses(Example 7), subordinate
clausegfExamplell), relative clausegbothrestric-
tive and non-restrictre, as in Example 14), pre-
cedingVP conjuncts(Examplel5), andfrom main
clauseswheretheaderbialis attachedo afreead-
junct,asin Examplel6.

(14) [; TheBritish pound],[pressuredy lastweek’s
resignationsof key Thatcheradministrationof-
ficials], nevertheless [; roseMondayto $1.5820
from Friday’s $1.5795]*°

Appealingto a young audience,[he scrapsan
old referenceto OzzieandHarriet] andinstead
[quotesthe GratefulDead].

[Thetransmogrifiedrokersneverlet the C-word
crosstheir lips], instead [stressingsuchtermsas
“safe; “insured” and“guaranteed].

(15)

(16)

While one might wantto argue that the latter is
no different from adjacentfull clausesand hence
shouldbe treatedthe sameasa locationin the pre-
vious sentencdi.e., LOC=PS), the otherSS cases
provide additionalevidencefor an anaphoricanal-
ysis of thesediscourseadwerbials since there al-
ready exists a separatestructuralrelation in each
case.Furthermorejn Example7, the amgumentsof
the conjunctionand, thoughnot yet addressedy
ourannotatorsdiffer from theamgumentof instead.

PThesubscriptonthebracletedspansn this exampleindi-
catediscontinuougartsof the hostargumentof nevertheless.

Any attemptto treatinstead asa structuralconnec-
tive will producea syntacticanalysiswith crossing
branches-a sourceof boththeoreticandpractical
(parsing)problems(Forbesetal., 2003).

Turning now to the individual analysisof adwer
bials, Table 2 shaws that the 4 connecties other
thantherefore patternrathersimilarly with respect
to the location of the anaphoricamgument (SS,
PS, PP, NC). All of them except therefore have
their antecedenpredominantlyin the previous sen-
tence(between54.8% and 77.8%). The question
is whetherthe differencein how therefore patterns
—i.e., drawing its anteceden55% of the time from
thesamesentence-is simplyaconsequencef hav-
ing suchfew datapoints(i.e.,only 20) or amatterof
“housestyle” (with all the examplesfrom the Wall
Street Journal) or a differencethatis theoretically
motivated. If the answetlies in housestyle or the-
ory, thenit is relevantto work in naturallanguage
generation.Furtherannotationand analysisof ad-
verbialsandtheir agumentsn the PDTB will pro-
vide moreinformationasto this puzzle.

At the startof this section,we indicatedfive dif-
ferentareasin which PDTB annotationcould con-
tribute to linguistic discorery andlanguagemodel-
ing. Thisdatamining experimentllustratesthefirst
three,aswell as providing informationrelevant to
further developmentof discourseparsingsystems
and naturallanguagegenerationsystems. For fu-
ture work, we intendto explore further the extrac-
tion andstudyof otherfeatureselatedto discourse
adwerbials. Two featureghatwe arecurrentlywork-
ing to extract automaticallypertainto (a) the co-
occurrenceof discourseadwerbialswith othercon-
nectives in the hostargument,and (b) the syntac-
tic typeanddepthof theanaphoricamgumentssuch
aswhetherthe agumentwas a finite or non-finite
complementlause,a relative clause,or afinite or
non-finitesubordinatelauseetc.

For the subordinatingconjunctiong Table 3), we
extractedfeaturepertainingto the relative position
of thetwo argumentsof the conjunction. Subordi-
nating conjunctionsoften take their agumentsin
the samesentencewith the subordinateclauseas
one agumentand the main clauseasits other ar



gument.However, thesubordinatelausecaneither
occurto theright of themainclausej.e., postposed,
asin Examplel?7, or it canoccurpreposedi.e., be-
forethemainclause asin Examplel8.

(17) ARG1-ARG2: But Sen. McCain says[Mr.
Keating broke off their friendship abruptly in
1987], because [the senatorrefusedto pressthe
thrift executive’s caseasvigorouslyasMr. Keat-
ing wanted].

ARG2-ARG1: Because [SwissandEC insurers
arewidely presenbn eachother's markets],[the
accordisn’t expectedto substantiallyincrease
neartermcompetition].

(18)

The distribution of the relative position of the
argumentsof theseconnecties, given in Table 3,
shaws significant differencesacrossthe connec-
tives.

CONN ARG1-ARG2 | ARG2-ARG1 | Total
when 545 (54%) 465 (46%) 1010
because 822(90%) 93 (10%) 915
eventhough | 77 (75%) 26 (25%) 103
although 129(37%) 218(63%) 347
sothat 33(100%) 0 (0%) 33
Total 1606(67%) | 802(33%) 2408

Table3: Distribution for Argumentorderfor Subor
dinatingConjunctions

Thereare a few interestingthings to note here.
First, evenif oneconsidersonly the four subordi-
nating conjunctionswith >100 tokens, no two of
thempatternin the sameway.

Secondwith when, the almostequaldistribution
of preposedand postposedokens suggestseither
free variation of the two patternsor different uses
of thetwo patternswith eachusefavoring a differ-
ent pattern. The latter would accordwith a theo-
reticaldistinctionthathasbeenmadebetweerpost-
posedwhen expressinga purely temporalrelation
betweenthe two clauses,and preposedwhen ex-
pressingacontingenrelationbetweerthem(Moens
andSteedman]988). Integratedevidencefrom the
PTB and PropBankmay help distinguishthe two
possibilities.

Third, thereis astriking contrasbetweerthepat-
terning of although and even though, especiallyif
oneassumeshateven though (like even when, even
after, even if, etc.) involvesapplicationof the topi-
calizereven to the subordinateclause just asit can
applyto otherconstituents Furtherannotationand
analysisof the PDTB will revealwhetherall subor
dinating conjunctionsthat co-occurwith even pat-
ternlike even though, or whetherthis is specificto
theconcessie.

Finally, whenWilliams andReiter (2003) exam-
ined 342texts from the RST annotatiorof the Penn
TreeBankcorpus (Carlsonet al., 2003), they re-
portedthat 77% of the instancesof concessive re-
lations that they examinedappearedn the order
ARG2-ARGL1. (The eleven instancesof although
thatthey examinedandthe threeinstancesf even
though appearedh concessive relations, alongwith
instancef but, despite, however, etc.) If we were
to collapsetogetherall instancesof although and
even though annotatedn the PDTB (totalling 450),
we would find that 46% (206) patternecas ARG 1-
ARG2,and54% of them(244) patternechsARG2-
ARG1. This mightleadusto drav a similar con-
clusionto Williams andReiter(2003).But it would
alsodisguisethefactnotedabove thatalthough and
even though patternoppositelyto oneanother This
suggestgl) thatmakingthe featureextractionpro-
cedurespecificto particularconnecties, asin the
PDTB, will reveal distributional patternsthat are
lostwhenmoreabstractelationsarethefocusof the
annotationand(2) thatalarger setof annotatedo-
kenscanshov morereliabledistributional patterns.

In sum,datamining of PDTBwith respecto sub-
ordinatingconjunctionshasshavn radically differ-
ent distribution patternsregardingthe relative po-
sition of the aguments. Someof thesehave con-
firmedandstrengthenegrevioustheoreticaklaims
and somehave suggestechen and promising re-
searcldirections.Furtherwork in thisareawill also
be extremely relevant for NLG sentenceplanning
componentemplog/ing discourseaelations(Walker
etal. (2003), Stentet al. (2004), amongothers),
wherethesentenc@lannemeedgo make decisions
regarding cue placement. Finally, while our ap-
proachis “syntactic”, with the distribution of the
connecties andtheir alumentsbeing exploredin
termsof whetherthey are subordinatingconjunc-
tions, coordinatingconjunctions,or adwerbial con-
nectves, one can also explore the patterning of
connecties in termsof semanticcateyories, once
their semantiaole annotatioris complete(cf. Sec-
tion 2.2). Thelatter could be especiallyinteresting
to cross-linguisticstudiesof discourseaswell as
to applicationssuchasmultilingual generatiorand
MT areervisaged:!

4 Summary

In this paperwe have presentedthe Penn Dis-
courseTreeBank(PDTB), a large-scalediscourse-
level annotatedcorpusthatis being developedto-
wardsthecreationof a multi-layeredannotateator
pus,integratingthe PennTreeBank,PropBankand

\we thankananorymousreviewer for pointingthis out.



the PDTB. The PDTB encodedow-level discourse
structureinformation, marking discourseconnec-
tivesasindicatorsof discourserelations,andtheir
arguments. We have reportedhigh interannotator
agreementor the PDTB annotation.Our datamin-
ing experienceandpreliminaryresultsshav thatthe
multi-layeredcorporais arich sourceof information
that can be exploited towards the developmentof
powerful andefficient naturallanguageunderstand-
ing andgeneratiorsystemsaswell astowardslarge-
scalecorpus-basedesearch.
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