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Abstract

It is desirable for a generation archi-
tecture to use diverse lexical and gram-
matical forms of expression, especially
for multilingual generation and para-
phrasing. This paper presents a gener-
ation architecture capable of generat-
ing such variety in a uniform manner.
Central to our approach are lexico-
grammatical resources which pair ele-
mentary semantic structures with their
syntactic realization and all syntac-
tic consequences. Since the resources,
contained in the lexicon, encapsulate
information necessary to produce the
realizations of a semantic input, the
generation mechanism itself is simple
and free from exceptional processing.

1 Introduction

Some aspects of multilingual sentence genera-
tion have caused difficulties for sentence gen-
eration architectures, particularly when realiza-
tions in different languages contain very differ-
ent syntactic structures ((Dorr, 1993); (Stede,
1999); (Nicolov and Mellish, 2000); (Elhadad et
al., 1997); (Bateman et al., 1991); (Lavoie et al.,
2000); (Shieber and Schabes, 1990)). We note
that similar challenges are encountered within
a language in paraphrase generation ((Stede,
1999), (Nicolov and Mellish, 2000)).

In this paper, we present a simple sentence
generation architecture that is flexible enough
to handle variety both within a language and

across languages in a uniform fashion. One tenet
of our system is that the generation methodol-
ogy should not be aware of, let alone explicitly
handle, the divergent ways of expressing propo-
sitions. Our belief (like (Dorr, 1993)) is that the
burden of handling language divergences should
be entirely at the level of specifying the syntactic
and lexical properties of a particular language.
We differ significantly from Dorr, however, in
that Dorr’s handling of divergences amounts to
encoding directives for where and how a pri-
ori assumptions about the syntax/semantics in-
terface should be overridden. In contrast, our
main concern is how the lexico-syntactic alter-
natives of a language should be stated so that
the generation methodology can use them with-
out exceptional processing. To this end, we
have developed a set of principles for our lexico-
grammatical resources, to allow variety in gen-
eration with a simple, uniform methodology.

2 Variety in surface expression

Sentence generation takes as input some seman-
tic representation of the meaning to be conveyed
in a sentence in some language. We make the as-
sumption that the input is a hierarchical predi-
cate/argument structure such as that shown in

The input consists of the predicateHl T
and two arguments MARY and JOHN
joined with the predicate HI T using
the thematic roles AGENT and THEMVE.

Figure 1: The semantic input for Mary hit John



Fig. 1. The output of this process should be
(one of) a set of grammatical sentences whose
meaning matches the original semantic input.
We view the generation process as decomposing
the semantic input into pieces, finding lexical re-
sources in a language to realize the decomposed
pieces, and then putting the realizations of the
pieces together in a way that adheres to the syn-
tactic principles of the language.

One of the challenges in multilingual sentence
generation is that different languages seemingly
place different constraints on each of these sub-
processes. A number of researchers have iden-
tified the notion of cross-linguistic divergences
and have noted the difficulty divergences play
in machine translation (including one from an
interlingua). We discuss here three divergences
presented in (Dorr, 1993), selected to illustrate
how divergences affect each stage of generation.

2.1 Conflational divergence

Conflation is the incorporation of some of the
arguments of a predicate into the realization of
the predicate itself. A conflational divergence
occurs when the incorporated argument differs
from one language to another, as in the English

sentence (1) and its French translation (2).
(1) Amy swam across the river.
(2) Amy a traversé la riviére a
Amy crossed  the river

la nage.

by swimming
The English verb swim incorporates the man-
ner of motion, while the French verb traverser
incorporates the path. This divergence illus-
trates that input decomposition cannot be done
independently of the lexical choice the genera-
tor makes. This is problematic for any genera-
tor that makes a priori assumptions about input
decomposition independent of particular words.

2.2 Demotional divergence

A demotional divergence occurs when a logical
head is realized by a syntactic head in one lan-
guage but is realized in an argument position in
another, as in the English sentence (3) and its
German translation (4).

!For our purposes, we keep the examples simple and
include no pragmatic features. In general, the input may
contain such features as long as it remains hierarchical.

(3) Fred likes to dance.
(4) Fred tanzt  gerne.
Fred dances likingly

The same content of enjoying an activity is re-
alized by the English verb like and the German
adverb gerne. This divergence poses a consid-
erable difficulty for most existing systems. The
difficulty stems from the fact that the realiza-
tion of a clause typically starts with the main
verb which sets up a syntactic context into which
other constituents are fit. It is assumed that this
main verb realizes the predicate at the “top” of
the input. Assuming that the enjoying is the top
predicate, the English case (3) is standard. In
German, on the other hand, the top predicate is
realized by the adverb gerne, typically not seen
as setting up an appropriate syntactic context
into which the remaining arguments can be fit.

In handling this divergence, some existing sys-
tems use non-determinism as to which predicate
syntactic processing starts with ((Stede, 1999);
(Nicolov and Mellish, 2000)?), some use addi-
tional information (about the salient relation in
(Stone and Doran, 1997) and perspective in (El-
hadad et al., 1997)3), or exceptional processing
(parameter :DEMOTE in (Dorr, 1993)).

2.3 Thematic divergence

A thematic divergence occurs when different
languages place the argument realizations differ-
ently with respect to the head, as in the English
sentence (5) and its Spanish translation (6).

(5) I like Boston.

(6) Boston me  gusta.

Boston to me appeals

This divergence affects putting realizations to-
gether in that the mapping between semantic
roles and syntactic positions depends on the
words used. Any system that presupposes a con-
sistent mapping from thematic roles to syntac-
tic positions would require exceptional process-
ing for the divergent cases. For instance, (Dorr,
1993) uses parameters :EXT and :INT.

*In (Nicolov and Mellish, 2000), the choice of a pred-
icate imposes hierarchy on a non-hierarchical input.

3From personal communication, different perspectives
may not be required, but then the lexical chooser must
and some use exceptional processing that identifies the
main verb at the same time the adverb is selected.



2.4 Paraphrases within a language

Cases similar to those of cross-linguistic diver-
gences occur within a language in the form of
paraphrases, e.g. a parallel of the demotional
divergence within English occurs with excelling
realized by a verb and an adverb, as in (7-8).

(7) Barbara excels at teaching.

(8) Barbara teaches well.

We contend that it is particularly difficult to
justify the use of exceptional processing in the
generation of paraphrases.

3 Our generation architecture

We overcome the challenges discussed in the
previous section in our architecture by having
each of the stages of the generation process be
informed by individual lexico-grammatical re-
sources stored in the lexicon. Generation is
driven by the semantic input. The input is re-
alized by selecting lexico-grammatical resources
matching pieces of it, starting with the top pred-
icate. The realization of a piece containing the
top predicate provides the syntactic context into
which the realizations of the remaining pieces of
the input can be fit (the placement of these be-
ing determined by the resource). We make no
assumptions about the syntactic rank or cate-
gory of this realization. The key to our abil-
ity to handle the divergences in a uniform man-
ner is that our processing is driven by our lexi-
con and thus we do not make any a priori as-
sumptions about 1) how much information is
realized by a lexical unit, 2) the mapping be-
tween semantic and syntactic types (and thus
the syntactic rank or category of the realization
of the top piece), and 3) the nature of the map-
ping between thematic roles and syntactic po-
sitions. Because this information is contained
in each lexico-grammatical resource, generation
can proceed no matter what choices are specified
about these in each individual resource.

3.1

Our algorithm is a simple, recursive process.

The algorithm

1. given an unrealized input, find a lexico-
grammatical resource that matches a piece
containing the top predicate

Figure 2: A resource for HIT

2. recursively realize arguments and modifiers,
as determined by the resource in step 1

3. combine the realizations in step 2 with the
resource in step 1, as determined by it

The details about the matching (and the sat-
isfaction of selectional restrictions), putting re-
sources together, and bookkeeping, not impor-
tant here, can be found in (Kozlowski, 2001),
(Kozlowski et al., 2002), and (Kozlowski, 2002).

3.2 Lexico-grammatical resources

The key to the simplicity of the algorithm lies in
the lexico-grammatical resources, which encap-
sulate information necessary to carry through
generation. A resource consists of three parts:

e the semantic side: the portion of seman-
tics realized by the resource (including the
predicate and any arguments; this part is
matched against the input semantics)

e the syntactic side: either word(s) in a syn-
tactic configuration or a grammatical form
without words, and syntactic consequences

e a mapping between semantic and syntactic
constituents indicating which constituent
on the semantic side is realized by which
constituent on the syntactic side

The syntactic side of the lexico-grammatical re-
sources of a language bears some similarity to a
lexicalized grammar for that language. Our re-
sources, however, are designed to contain mini-
mal complete semantic units with their syntactic
realizations, whatever those might be.

The semantic side of the resource in Fig. 2 in-
dicates that this resource realizes the predicate



HIT and the thematic roles AGENT and THEME.
The arguments filling those roles (which must
be realized separately, as indicated by dashed
ovals) appear as variables X and Y to be matched
against actual arguments. The syntactic side
contains the verb hit in the active voice config-
uration*. The mapping includes a link between
HIT and the anchor of the syntactic structure
(hit), between the agent (X) and the subject, and
between the theme (Y) and the complement.

3.3 Using resources in the algorithm

Step 1 of our algorithm requires matching the
semantic side of a resource against the top of
the input. One resource that matches the top of
the input in Fig. 1 is the one in Fig. 2. In doing
the matching, the arguments MARY and JOHN are
unified with X and Y. The dashed ovals around X
and Y indicate that this resource does not realize
them. These arguments are realized recursively
in step 2. In step 3, the realizations are put
together with the syntactic side of the resource,
as indicated by the mapping.

3.4 Principles for resources

Since all syntactic knowledge is contained in the
resources, they are essential for the success of
our algorithm. We have developed a number of
principles that guide what they should include.
The theme that runs through them is that a
resource should be centered around a semantic
unit and be minimal but complete.

3.4.1

In our architecture, a syntactic unit may ap-
pear in the realization only if it appears on the
syntactic side of a resource whose semantic side
matches a part of the input. No independent
reasoning about syntax is done; it is semantics
that drives generation.

Semantic motivation

4The syntactic side is an elementary structure of a for-
malism closely related to D-Tree Substitution Grammars
(DSG, (Rambow et al., 2001)). The choice of formalism
is not the focus of this paper - another formalism that al-
lowed adherence to the principles discussed below would
work in our architecture. To read Fig. 2, note that nodes
marked with | are substitution nodes corresponding to
syntactic positions into which the realizations of argu-
ments will be substituted. The dotted line indicates a
domination of length zero or more where syntactic mate-
rial (e.g. modifiers) may end up.

Figure 3: A resource for ENJOY

Principle 1 A lezico-grammatical resource
should contain the realization of some non-
empty semantic piece.

Principle 1 suggests that the semantically-
vacuous it as in it rains should not be a sep-
arate resource and that an idiom, semantically
non-decomposable, should be a single resource.

3.4.2 Syntactic consequences

Principle 2 A lezico-grammatical
should include all syntactic consequences of the
lexico-grammatical unit.

resource

Examples of syntactic consequences include a
semantically-vacuous it triggered by the verb
rain and a subject PRO of the complement of
the verb like (Fig. 3), as in (3). Principle 2
keeps the methodology modular and without ad-
ditional mechanisms to keep track of syntactic
requirements made by individual resources.

3.4.3 Thematic roles and arguments

We contend that some thematic roles are re-
alized implicitly by the syntactic configuration
captured by a resource.

Principle 3 For all predicates realized by a
lexzico-grammatical Tesource, the semantic side
should include as realized all thematic roles of
those arguments whose realization is required in
the given syntactic configuration.

The notion of required arguments cannot be de-
fined by considering semantics alone; it also de-
pends on the syntactic configuration. For in-
stance, for the predicate HIT realized by the verb
hit in the active voice configuration, the agent
and theme arguments are required. For HIT re-
alized by hit in the passive voice configuration,
however, only the theme is required.
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Figure 4: A resource for INSTRUMENT

Resources should capture the necessary syn-
tax/semantics relationships in order to allow
putting individual resources together.

Principle 4 For all thematic roles realized by a
lexico-grammatical resource such that the argu-
ments filling those roles are unrealized, the se-
mantic side should include those arguments as
unrealized. The syntactic side should include the
positions for all corresponding argument realiza-
tions. The mapping between the semantic and
syntactic constituents should be set accordingly.

For instance, for HIT realized by the verb hit in
the active voice configuration, since the AGENT
and THEME roles are considered realized (by Prin-
ciple 3), the agent and theme arguments should
be included in the resource as unrealized. The
syntactic side should include the positions for
the corresponding argument realizations, the
subject and complement, with the mapping set.

3.4.4 Modifier resources

Predicative resources handle required argu-
ments of a predicate and are complete in them-
selves in that they realize complete semantic
subtrees when the required arguments are filled
in. Other arguments can be realized by modifier
resources which are not complete in themselves
in that they never realize a complete semantic
subtree, even with their own arguments filled in.
They always realize a thematic role with respect
to a generic predicate, itself unrealized. The is-
sue for generation is that these resources must
be combined in an appropriate fashion with the
resource realizing the modified predicate.

Principle 5 The semantic side of a modifier
lexico-grammatical resource should include the
uninstantiated predicate being modified and the
realized thematic role. The syntactic side should

Figure 5: A resource for COMMAND

include the position for the predicate realization.
The mapping should be set accordingly.

An example of a modifier resource is one for
the INSTRUMENT role realized by the preposition
with, shown in Fig. 4. On the semantic side,
the realized INSTRUMENT role modifies an unre-
alized, uninstantiated predicate. The mapping
indicates that this predicate is realized as a VP
(which is where this modifier will be attached
into the realization of the predicate).

3.4.5 Minimality of resources

Resources should be complete but elementary.

Principle 6 A lexico-grammatical resource
should mnot be decomposable into smaller
resources that satisfy the other principles.

Principle 6 yields the maximal use of composi-
tionality in generation. While the other princi-
ples may cause a large number of resources, this
one helps to keep it down. Examples where prin-
ciple 6 applies include separate resources for the
imperative and the wh-question forms. Because
of Principle 6, it is possible for a resource not to
contain words, e.g. the imperative (Fig. 5).

4 Conclusions

We have presented a uniform and flexible gen-
eration architecture. Processing is driven by
the input matched against the semantic side
of lexico-grammatical resources. Our resources,
which follow the principles we have outlined, are
the key to our methodology. They allow, for in-
stance, a uniform treatment of cross-linguistic
divergences. Incorporation is handled in a uni-
form manner because the matching against the
semantic side of a resource determines the por-
tion realized and the remaining semantics. The



Figure 6: A resource for ENJOY in German

thematic divergence is handled in a uniform
manner because, according to our principles, the
mapping between semantic and syntactic con-
stituents is defined within resources and deter-
mines where the realizations of arguments are
placed with respect to that of a predicate.

No assumptions are made about the syntactic
rank or category on the syntactic side, or what
can set up a syntactic context. This is partic-
ularly helpful for the demotional divergence, as
in (3-4). Consider the resource for the predicate
ENJOY realized by the German adverb gerne (lik-
ingly) in Fig. 6. The uninstantiated theme ap-
pears on the semantic side, the position for its
syntactic realization (the clause in which the ad-
verb is to appear) appears on the syntactic side
(the node VP;), and the mapping is set accord-
ingly. Thus, this resource sets up a syntactic
context into which a clause realizing the theme
argument can be fit in exactly the same way as
into one set up by a main verb. Consequently,
the mechanism proceeds in a uniform manner,
regardless of the syntactic rank and category.

An example of the paraphrasing power of our
architecture is the ability to generate (9-10)
from the same input in a uniform manner, by
properly specifying the resources for the wh-
question and imperative forms.

(9) Who invented calculus?

(10) Identify the inventor of calculus!

We have developed a fully-operational proto-
type of our generation system, capable of gener-
ating, among others, all cases presented here.
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