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1 Introduction

In this paper we presenta learning method us-
ing multiple stackingfor namedentity recognition.
In orderto take into accountthe tags of the sur
roundingwords, we proposea methodwhich em-
ploys stackedlearnersusing the tagspredictedby
the lower level learners. We have appliedthis ap-
proachto the CoNLL-2002sharedaskto improve
abasesystem.

2 System Description

Beforedescribingour system let us seeone aspect
of the namedentity recognition,the outline of our
method andtherelationto the previousworks.

The task of namedentity recognitioncanbe re-
gardedasa procesf assigninga namedentity tag
to eachgivenword, takinginto accounthe patterns
of surroundingwords. Supposehat a sequencef
wordsis givenasbelow:

e Wog, Wo g, Wo, Wi, Ws L

Then,giventhatthe currentpositionis atword Wy,
thetaskis to assigntag T to W.

In the namedentity recognitiontask,an entity is
often madeup of a sequencef words, ratherthan
a singleword. For example,an entity “the United
Statesof America” consistsof five words. In order
to allocatea tag to eachword, the tagsof the sur
roundingwords(we call thesetagsthe surrounding
tags) canbe a clue to predictthe tag of the word
(we call this tag the current tag). For the testset,
however, thesetagsareunknavn.

In orderto takeinto accounthesurroundingags
for the predictionof the currenttag, we proposea
methodwhich employsmultiple stackedlearners,
an extensionof stackingmethod(Wolpert, 1992).
Stackingbasednethodfor namedentityrecognition
usually employstwo or more level learners. The
higherlevel learnerusesthe currenttagspredicted

by its lower level learners.In our method,by con-
trast,the higherlevel learnerusesnot only the cur-

renttag but alsothe surroundingtagspredictedby

the lower level learner Our aimis to leveragethe
performancef the basesystemusingthe surround-
ing tagsasthefeatures.

At leasttwo groupshave previously proposed
systemswhich usethe predictedsurroundingtags.
Onesystemproposedy vanHalterenetal. (1998),
alsousesstackingmethod. This systemusesfour
completely different types of taggersas the first
level learnerspecausé hasbeenassumedhatfirst
level learnershouldbeasdifferentaspossible. The
tagspredictedby thefirst level learnersareusedas
thefeaturesof thesecondevel learner

The othersystem,proposedby (Kudo and Mat-
sumoto,2000; Yamadaet al., 2001), usesthe "dy-
namicfeatures”.In thetestphasethepredictedags
of the precedingor subsequentyvordsare usedas
the features,which are called “dynamic features”.
In the training phase,the systemusesthe answer
tagsof the preceding(or subsequentjvordsasthe
features.

More detailed descriptionsof our systemare
showvn below:

2.1 Learning Algorithm

As thelearningalgorithmfor all thelevels, we use
an extensionof AdaBoost,the real AdaBoost.MH

which is extendedto handle multiclass problems
(SchapireandSinger 1999). For weaklearnerswe
usedecisionstumps(Schapireand Singer 1999),
which selectonly onefeatureto classify an exam-
ple.

2.2 Features

We usethe following typesof the featuresfor the
predictionof the tag of theword.

e surfaceformof W_,, W_;, Wgy, W; andW,.



Word Feature ExampleText
Digit 25
Digit+Alphabet CDG1
Symbol .
Uppercase EFE
Capitalized Australia
Lowercase(wordength> 3 characters)) necesidad
Lowercase(wordength< 3 characters) del
Other hoy,

Tablel: Word featuresandexamples

e One of the eight word featuresin Table 1.
Thesefeaturesare similar to those usedin
(Bikel etal., 1997).

e Firstandlasttwo/threelettersof Wy

e Estimatedtag of W, basedon the word uni-
grammodelin thetrainingset.

Additionally, we usethe surroundingag feature.
Thisfeatureis discussedn Section2.3.

2.3 Multiple Stacking

In orderto take into accountthe tags of the sur
roundingwords,our systememploysstackedearn-
ers. Figure 1 givesthe outline of the learningand
applying algorithm of our system. In the learning
phasethe basesystemis trainedat first. After that,
the higherlevel learnersaretrainedusingword fea-
tures(describedn Section2.2), currenttag T, and
surroundingtagsT_, _; 1,2 predictedby the lower
level learner While thesetag may not be correctly
predicted, if the accurag of the predictionof the
lower level learneris improved, thefeaturesusedin
eachpredictionbecomeaccurate. In the applying
phaseall of thelearnersarecascadedh theorder
Comparedo theprevious systems(vanHalteren
et al., 1998; Kudo and Matsumoto,2000; Yamada
et al., 2001), our systemis: (i) employingmore
thantwo levels stacking,(ii) usingonly one algo-
rithm and training only one learnerat eachlevel,
(iii) usingthe surroundingtag given by the lower
level learner (iv) usingboththe precedingandsub-
sequentagsasthefeatures.(v) usingthe predicted
tagsinsteadof theansweitagsin thetrainingphase.

3 Experimentsand Results

In this section,the experimentalconditionsandthe
resultsof the proposednethodareshavn.

In orderto improve the performanceof the base
system the tag sequencéo be predictedis format-
ted accordingto 10B1, even thoughthe sequence

Let L, denotethe & th level learnerandlet TE’“) denotek th
level outputtagsfor W;.

Learning:
1. Trainthe baselearnerlL, usingthe featuresdescribedn
Tablel.
2. fork=1,...,N

o GetT*=") of thetrainingsetusingLx_1, thefea-
k—2)

turesdescribedn section2.2(andT(_k2_2), T(_1
T2 T2 T2t g > 1),

e TrainL; usingthefeatureslescribedn section2.2
and T = =) plh=1) ple=1)

1

3. OutputLo, L1,...,Ln .
Applying:
1. fork=0,...,N
o Get T™*) of test setusing L, the featuresde-
scribedin section2.2(and T, T (k=1
T, 7¢,=Yf & > 0).

2. OutputT™,

Figurel: Outline of multiple stackingalgorithm

in the original corpuswas formattedaccordingto
IOB2 (Tjong Kim SangandVeenstral999).

To reducethe computationalcost, featuresap-
pearingfewer thanthreetimesareeliminatedin the
trainingphase.

3.1 Base System

To evaluatethe effect of multiple stackingin the
next section,the performanceof the basesystem
is shavn in Figure 2. A performancepeakis ob-
senedafter10,000roundsof boosting.Note thata
decisionstumpusedin therealAdaBoost.MHtakes
into accountonly one feature. Hencethe number
of featuresusedby real AdaBoost.MHis lessthan
the numberof the rounds. In our experiment,be-
causethe roundsof boostingare alwayslessthan
the numberof the features(about40,000),a large
proportionof featuresarenot usedby the learners.
If theroundsof boostingin the basesystemarenot
enough,stackingeffect may be similar to increas-
ing the roundsof boosting. In Figure 2, however,

we canseethat10,000roundsis enough.

3.2 Multiple Stacking

We examine the effect of multiple stackingcom-
paredto thebasesystem.

TheFz—; scoreof multiple stackingfor the Span-
ishtestset(esp.testals shovnin Table2. By stack-
ing learnersthe scoreof eachnamedentity is im-
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Figure2: F3—, scoreof thebasesystem

n overal LOC MISC ORG PER
Lo 6094 64.12 3361 61.37 70.91
L, 6568 67.35 40.04 66.26 74.82
L, 66.91 68.02 4169 67.38 75.51
Ls 67.24 6796 41.76 67.95 75.77
Ls 6735 67.81 4275 67.91 75.89
Ly 67.35 67.78 4230 67.95 75.99
Le 67.30 67.57 4212 68.01 76.01

Table2: Fs—; scoreof stackedearner

proved. Comparedo theoverall Fs—; scoreof Ly,

the scoreof L, stackingonelearnerover the base
system,is improved by 4.74 point. Furthermore,
comparedto the scoreof Ly, the scoreof L, is

higher by 1.67 point. Through five iterations of

stacking,the scoreis continuouslyincreased.The
overall scoresfor the six testsare briefly shovn in

Table3. The effect of two level stackingis higher
for the Spanishtests.However, multiple stakingef-

fects greaterfor the Dutch test, especiallyfor the
corpuswithout partof speechAs discussedh Sec-
tion 3.1, theimprovementof the scoreis not dueto

the roundsof boosting. Thus, it is dueto multiple

stacking.

In Table 2, stackingeffectsfor MISC and ORG
appeargreaterthan thosefor LOC and PER.It is
reasonabl¢o supposehatMISC andORG entities
consistof a relatively long sequencef words,and
the surroundingagscanbe goodcluesfor the pre-
diction of the currenttag. Indeed,in the Spanish
training set, the ratios of entitieswhich consistof
morethanthreewordsare9.7%, 22.4%,4.4% and
3.5%for ORG,MISC, LOC andPERrespectiely.

Table4 and5 shov examplesof thepredictedags
throughthe stackedlevel. Let us seehow multi-
ple stackingworks usingthe examplesin Table 5.
Let theword “fin” bethe currentposition. The an-
swertagis “I-MISC”. Whenwe usethe basesystem

esp.a esp.b ned.a* ned.b* ned.a nedb
Lo 6094 65.70 5550 58.04 54.23 57.43
L, 6568 69.39 56.72 59.18 56.20 58.84
L, 6735 7149 5823 60.74 58.83 60.93

Table3: Fg—; scoredor six tests.”*” indicatesuse
of partof speecthtags.

Answer | Lg L1 Lo
Colegio I-ORG I-ORG I-ORG I-ORG
Plico I-ORG I-ORG I-ORG I-ORG
Arias I-ORG I-LOC I-LOC I-ORG
Montano | I-ORG I-LOC I-ORG I-ORG
, (0] (0] (0] (0]
de (0] (0] (0] (0]
Badajoz | I-LOC I-LOC I-.LOC [I-LOC

Table 4: Exampleof the prediction(line 2434 to
2440in esp.testa)

Answer | Lg L1 Lo Ls
el (0] (0] (0] (0] (0]
libro (0] (0] (0] (0] (0]
“ I-MISC | I-MISC  I-MISC  I-MISC I-MISC
Una I-MISC | O I-MISC  I-MISC I-MISC
sonrisa| I-MISC | I-MISC  I-MISC  I-MISC  I-MISC
sin I-MISC | O I-MISC  I-MISC I-MISC
fin I-MISC | O (0] I-MISC  I-MISC
“ I-MISC | O (0] (0] I-MISC
(0] (0] (0] (0] (0]

Table5: Exampleof the prediction(line 16231to
16239in esp.testa)

Lo, thepredictedagof thewordis “O”. In thenext
level, L, useghesurroundingagfeatures|-MISC,
0, (0,) O, O” and also outputs“O”. In the third
level, however, L, correctly predictsthe tag using
thesurroundingagfeatures|-MISC, I-MISC, (O,)
O, O”. Note that no otherfeaturechangeghrough
the levels. The improvementin the example is
clearly causedby multiple stacking. As a result,
this MISC entity is allocatedtagscorrectlyby L.
Theabove effectwouldnotbeachievedby two level
stacking. This result clearly showvs that multiple
stackingmethodhasanadwantage.

Next we examine the effect of the learning al-
gorithmto multiple stacking. We usethe real Ad-
aBoost.MHfor 300, 1,000, 3,000, 10,000,20,000
rounds.Their F3—; scoresn eachstackinglevel are
plottedin Figure3. The scoreimproves by stack-
ing for all algorithms.Thehighestscoreis achieved
by 10,000iterationsat every stackinglevel. The
shape®f the curvesin Figure 3 aresimilarto each
other This resultsuggestghat the stackingeffect



is scarcelyaffectedby the performanceof the algo-
rithm.
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Figure3: Fs—; scoreof differentbasesystem

4 Conclusion

We have presentedch new methodfor recognizing
namedentity by multiple stacking. This method
can leveragethe performanceof the basesystem
employing multiple stackedlearnerand using not
only the currenttag but also the surroundingtags
predictedby the lower level learner By stacking5
real AdaBoost.MHlearnerswe canobtainFs—; of
67.35for the Spanismamedentity recognitiontask.
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Spanisidev. | precision| recall | Fz—;
LOC 59.75% | 78.38% | 67.81
MISC 40.40% | 45.39%| 42.75
ORG 67.48% | 68.35%| 67.91
PER 78.26% | 73.65%| 75.89
overall 65.09% | 69.76% | 67.35
Spanishtest | precision| recall | Fz—;
LOC 70.96% | 73.25%| 72.08
MISC 41.83% | 42.94%| 42.38
ORG 68.21% | 76.93%| 72.31
PER 80.23% | 84.49%| 82.31
overall 69.04% | 74.12% | 71.49
Dutchdev. precision| recall | Fs—;
LOC 54.87% | 65.13% | 59.56
MISC 59.12% | 65.15% | 61.99
ORG 67.95% | 51.84% | 58.81
PER 47.58% | 66.53% | 55.48
overall 55.92% | 62.05% | 58.83
Dutchtest | precision| recall | Fz—;
LOC 63.79% | 73.80% | 68.43
MISC 56.89% | 59.14%| 57.99
ORG 60.16% | 53.02% | 56.36
PER 52.61% | 74.73%| 61.75
overall 57.33% | 65.02% | 60.93

Table6: Overview of theprecisionrecallandFs—;
of multiple stackingwith £=4 and10,000roundsof
boosting. Dutch datais processedvithout part of
speeclhiags.
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