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Abstract

We describea new versionof the Dutch
word sensalisambiguatiorsystemntrained
and testedon a correctedversion of the
SENSEVAL-2 data. The systemis an en-
sembleof word experts;eachword expert
is amemory-basedlassifierof which the
parametersare automaticallydetermined
through cross-alidation on training ma-
terial. The original best-performingsys-
tem, which usedonly local contet fea-
turesfor disambiguationis furtherrefined
by performing additional parallel cross-
validation experimentsfor optimizing al-
gorithmic parametersand the amountof
local contet availableto eachof theword
experts’memory-based#ternels.This pro-
cedure producesan accurag of 84.8%
on test material, improving on a base-
line score of 77.2% and the previous
SENSEVAL-2 scoreof 84.2%. We shav
that cross-alidation overfits; had the lo-
cal context beenheld constantat two left
andright neighbouringwvords, the system
would have scored35.0%.

1 Intr oduction

Solving lexical ambiguity or word sensedisam-
biguation (WSD), is an important task in Natu-
ral LanguageProcessingsystems(Kilgarriff and
Palmer 2000). Much like syntacticword-clasdis-
ambiguationit is notaendin itself, but ratherasub-
taskof othernaturallanguageprocessindasks.The
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problemis farfrom solved,andresearctandcompe-
tition in the developmentof WSD systemsn isola-
tion remainsmeritable,preferrablyon mary differ-
entlanguagesindgenres.

This paperdescribesa refinementof an exist-
ing all-words WSD systemfor Dutch (Hosteet al.,
2002b)that is an ensembleof word experts, each
specialisedn disambiguatinghesenses$or onepar
ticular ambiguousvordform. Eachword experthas
a memory-basedlassificationkernel. The system
was developed on the basisof Dutch WSD data
made available for the SENSEVAL-2 competition.
The data, a collection of 102 childrens booksfor
the agerangeof 4 to 12, is annotatedaccordingto
a non-hierarchicabensenventorythatis basedon
achildrens dictionary(for a detaileddescriptionof
thedata,cf. (HendrickxandvandenBosch,2002)).

Since SENSEVAL-2, both the dataand the sys-
tem have beenrefined. The datahasbeencleaned
by handto remaove annotatiorerrors. Subsequentjy
cross-alidationexperimentsvereperformedto op-
timize the amountof local context aroundthe am-
biguousword, which had beensetarbitrarily con-
stant in previous studies (Veenstraet al., 2000;
Hendrickx and van den Bosch,2002; Hosteet al.,
2002a). Cross-alidation focusedon local context
asopposedo non-localcontet (e.g. keyword fea-
tures),sincea postsSENSEVAL-2 studydescribedn
(Hoste et al., 2002b)indicatedthat for the Dutch
data, WSD on local contet, the immediatethree
left andright neighbouringnvordsof theambiguous
words,yieldedthe bestperformanceamongall vari-
antstested. Local context aloneproved to be bet-
terthankeyword vectorrepresentationsf thewider



textual context, and betterthan classifiercombina-
tion schemes.

The paperis structuredasfollows. First, in Sec-
tion 2 we briefly review the DutchWSD systemand
the datait is basedon. Section3 describeghe new
cross-alidation experimentsthat focuson optimis-
ing the amountof local contet per word expert.
Section4 discusseshe new resultsand puts them
in perspectie of relatedstudies.

2 The Dutch WSD system: Algorithms,
data, instancegeneration

The memory-basedVSD systemfor Dutch, hence-
forth referredto as mBwsD-D, is built from the
viewpoint of WSD as a classificationtask. Given
an ambiguousword and its contet as input fea-
tures, a data-trainedclassifierassignsthe conte-
tually correctclass(sense)to it. Our approachto
memory-basedll-wordsWSD followsthememory-
basedapproachof (Ng and Lee, 1996), and the
work by (Veenstraet al., 2000) on a memory-
basedapproacho the Englishlexical sampletaskof

SENSEVAL-1. We borrov the classification-based

approachandthe word-expertconceptof thelatter:
for eachwordform,awordexpertclassifietis trained
ondisambiguatingts oneparticularwordform.

In this sectionwe give an overview of the learn-
ing algorithmsused, the data, and how this data
was corverted into instancesof ambiguouswords
in contect, to make the WSD tasklearnablefor the
memory-baseevord experts.

2.1 Learning algorithms

The distinguishingfeatureof memory-basedearn-
ing (MBL) in contrastwith minimal-description-
length-drivenor “eager’ML algorithmss thatMBL
keepsall training datain memory and only ab-
stractsat classificatiortime by extrapolatinga class
from the most similar item(s) in memory to the
new testitem. This stratgy is often referredto as
“lazy” learning. In recentwork (Daelemanst al.,
1999) we have shawn that for typical naturallan-
guageprocessingasks,this lazy learningapproach
performswell becauset allows extrapolationfrom
low-frequeng or exceptionalcaseswhereaseager
methodstend to treat theseas discardablenoise.
Also, the automaticfeatureweightingin the simi-

larity metric of a memory-basedearnermakesthe
approachwell-suited for domainswith large num-
bersof featuresfrom heterogeneousourcesas it
embodiesa smoothing-by-similaritymethodwhen
datais sparse(Zavrel and Daelemans;1997). For
our experimentswe usedthe MBL algorithmsim-
plementedn TimMBLY. We give a brief overview of
thealgorithmsandmetricshere,andreferto (Daele-
mansetal., 1997;Daelemangtal., 2001)for more
information.

IB1 — The distancebetweena testitem and each
memoryitem is definedasthe numberof fea-
turesfor whichthey have adifferentvalue(Aha
et al., 1991). Classificationoccursvia the k-
neaest-distancesule: all memoryitemswhich
areequallynearat the nearest; distancesur
roundingthetestitem aretakeninto accountin
classification.Theclassificatiorassignedo the
testitemis simply the majority classamongthe
memoryitemsatthe k nearestlistances.

Feature-weightediB1 —In mostcasesnot all fea-
turesare equally relevant for solving the task;
different types of weighting are available in
TIMBL to assigndifferential costto a feature
value mismatchduring comparison. Someof
theseareinformation-theoreti¢basedon mea-
suring the reductionof uncertaintyaboutthe
classto be predictedwhenknowing the value
of a feature): informationgain andgain ratio.
Othersare statistical(basedon comparingex-
pectedandobsered frequencie®f value-class
associations)chi-squaregandsharedvariance.

Distance-weightedB1 — Insteadof simply taking
the majority classamongall memory items
in the k nearestdistances,the classvote of
eachmemoryitem is weightedby its distance.
The more distanta memoryitem is to the test
item, the lower its classvote is. This can
be implementedby using seseral mathemati-
cal functions;the TIMBL softwareimplements
linear inverseddistanceweights,inverseddis-
tanceweights,and exponentiallydecayedlis-
tanceweights.
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Value-differenceweighted1s1 — For typical sym-
bolic (nominal) features, values are not or-
dered. In the previous variants, mismatches
betweenvaluesare all interpretedas equally
important,regardlessof how similar (in terms
of classificatiorbehaiour) the valuesare. We
adoptedthe modified value difference metric
(Costand Salzbeg, 1993) to assigna differ-
ent distancebetweeneach pair of values of
the samefeature. This algorithm canalso be
combinedwith the differentfeatureweighting
methods.

2.2 Data

The Dutch WSD corpuswashuilt asa partof a so-
ciolinguistic project, led by Walter Schrootenand
Anne Vermeer(1994), on the active vocahulary of
childrenin the ageof 4 to 12 in the Netherlands.
The aim of developingthe corpuswasto have are-
alistic wordlist of the mostcommonwords usedat
elementaryschools. This wordlist wasfurther used
in the studyto male literagy tests,including tests
how mary sense®f ambiguousvordswereknown
by children of differentages. The corpusconsists
of texts of 102illustratedchildrenbooksin the age
rangeof 4 to 12. Eachword in thesetexts is man-
ually annotatedvith its appropriatesense.Thedata
was annotatedoy six personswho all processed
differentpartof the data.

Eachword in the datasethasa non-hierarchical,
symbolicsensdag, realisedasa mnemoniadescrip-
tion of the specific meaningthe word hasin the
sentencepften usinga relatedterm. As therewas
no gold standardsensesetof Dutch available, Sch-
rooten and Vermeerhave made their own set of
sensesbasedon a childrens dictionary (Van Dale,
1996). Sensaagsconsistof theword’slemmaanda
sensalescriptionof oneor two words(berg_stapel)
or areferenceof the grammaticakateory (fietsN,
fietsenV). Verbshave astheir tag their lemmaand
often a referenceto their function in the sentence
(bent/ziinkww). Whena word hasonly onesense,
this is representedvith a simple”=". Namesand
soundimitationsalsohave "=" astheir sensdag.

The datasetalso containssenseghat spanover
multiplewords. Thesemulti-word expressiongover
idiomaticexpressionssayings proverbs,andstrong
collocations.Eachword in the corpusthatis partof

suchmulti-word expressionhasasits meaningthe
atomicmeaningof the expression.
Thesearetwo examplesentences the corpus:

"/= het/het\ _|idwoord raadsel/=
van/ van\ _prepositie de/=
ver dwenen/ ver dwi j nen regenboog/ =
kan/ kunnen\ _nogel i j kheid
al | een/ al |l een\ _adv met/met\ _prepositie
gewel d/ = opgel ost/ opl ossen\ _probl eem
wor den/ wor den\ _hww , "/ =
zei den/ zeggen\ _praten de/ =
koni ngen/ koni ng ./= toen/toen\_adv
ver kl aarden/ verkl aren\ _oorl og ze/ =
el kaar/=de/= oorlog/= ./=

After SENSEVAL-2 the data was manually in-
spectedto correctohvious annotationerrors. 845
changeswere made. The datasetnow contains
152,728 tokens (words and punctuation tokens)
from 10,258differentwordformtypes.9133of these
wordform typeshave only onesenseleaving 1125
ambiguouswordform types.Theaveragepolysemy
is 3.3 sensegper wordform type and 10.7 senses
per ambiguoustoken. The latter high numberis
causedy thehighpolysemyof highfrequentprepo-
sitions which are part of mary multi-word expres-
sions. Theseambiguougypesaccountfor 49.6 %
(almosthalf) of thetokensin thecorpus.As with the
SENSEVAL-2 competitionthedatasewasdividedin
two parts. Thetraining setconsistof 76 booksand
114,95%0kens. Thetestsetcontainshe remaining
26 booksandhas37,769tokens.

2.3

Instanceson which the systemis trained, consist
only of featuresghatare expectedto give salientin-
formation aboutthe senseof the ambiguousword.
Severalinformationsourceshave beensuggestedy
theliterature,suchaslocal contet of theambiguous
word, part-of-speeclnformationandkeywords.

A previous study describedin (Hoste et al.,
2002b)shaved that MBwWSD-D trainedonly on lo-
cal featureshasa betterperformanceon thetestset
thanall othervariantsthatusekeyword information.
In this studythelocal contet consistedf thethree
neighbouringwords right and left of the ambigu-
ousword andtheir part-of-speeckags.It performed
evenbetterthanasystenthatcombinedseveralclas-
sifiers,includingthelocal classifielitself, in avoting
scheme.

This suprisingfactcouldhave beencausedy the
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useof anineffective keyword selectiormethod.The
keywordswereselectedhrougha selectionmethod
suggestedby (Ng andLee, 1996)within threesen-
tencesaroundthe ambiguousword; only content
words were usedas candidates. So, our first step
was to try two different selection methodsoften
usedfor this task: information gain and loglikeli-

hood. Although both selectionmethodsgave better
resultson the training set (information gain: 86.4,
log-likelihood: 86.4, local classifier: 86.1), the re-
sults on the test set (information gain: 84.1, log-

likelihood: 83.9)werestill nothigherthanthe score
of thelocal classifier(84.2).

As theuseof keyword informationdoesnotseem
to contrikute to the Dutch WSD system,we de-
cidedto pursueoptimizing the local context infor-
mation. The previously usedlocal contet of three
wasnever testedagainstsmalleror biggercontexts,
so for this study we varied the contt from one
word to five words left and right, plus their part-
of-speech(POS)tags (i.e., we testedsymmetrical
contets only). POStagsof the focusword itself
arealsoincluded,to aid sensedisambiguationse-
latedto syntacticdifferenceqSterensonandWilks,
2001). POStagswere generatecby MBT (Daele-
mansetal., 1996).

The following is an instanceof the ambiguous
word donler [dark] andits context “(...)zei: hmmm
, hetdonler is ook niet zo eng(...) [said:,hmmthe
darkis alsonotsoscary]”

V zei Punc : Int hmmm Punc , Art het N V is Adv ook
Adv niet Adv zo Adj eng donker_duister

Instanceswvere madefor eachambiguousword,
consistingof 22 features.Thefirst tenfeaturesrep-
resentthe five words left to the ambiguousfocus
word andtheir part-of-speecliags,followed by the
part-of-speecltag of the focusword, in this exam-
ple N which standsfor noun. The next tenfeatures
containthe five neighbouringwordsandtagsto the
right of the focusword. The lastfeatureshaws the
classificationof the ambiguousword, in this case
donler_duister[the dark].

3 Cross-alidating parametersand local
context

In principle,word expertsshouldbe constructedor
all wordswith morethanonesenseHowever, mary
ambiguousvordsoccuronly afew times. Word ex-
pertstrainedon suchsmallamountof datamay not
surpasgyuessinghe mostfrequentsense.ln a pre-
viousexperiment(Hosteet al., 2002b)it wasshavn
that building word expertsfor words that occur at
leasttentimesin thetrainingdata,yield the bestre-
sults. In the training set, 484 wordformsexceeded
thethresholdof 10. For all wordsof which the fre-
gueng is lowerthanthethresholdthemostfrequent
sensavaspredicted.

3.1 Cross-alidating algorithmic parameters
and local context

For eachof the 484 word experts,we performedan
exhaustve matrix of experiments,cross-alidating
ontrainingmaterialthroughl10-fold cross-alidation
experiments.We variedamongalgorithmic param-
eterssetoutin Section2, andamonglocal context
sizes. In detail, the matrix spannedhe following
10 X 5 x 5 x 2 x 2 = 1000 variations:

e The k parameter representinghe numberof
nearestdistancesin which memoryitems are
searchedIn the experimentsk wasvariedbe-
tweenl, 3,5,7,9,11,15,25,35and45.

e Featue weighting all experimentswere per
formed without feature-weighting,and with
feature-weighteds1 using gain ratio weight-
ing, information gain, chi-squareand shared
varianceweighting.

¢ Distance all experimentsvereperformedwith
andwithoutlinearinverseddistanceveighting.

e \Value-diference all experimentswere per
formed with and without the modified value
differencemetricMvDM.

e Local contet size all experimentswere per
formedwith symmetriccontext widths 1 to 5,
where"5” meandive left andfive right neigh-
bouringwordswith their POStags.



For eachword expert, from thesel1000 experi-
mentsthe best-performingparametesettingwasse-
lected. Cross-alidating on training material, the
optimal accurag of the word experts on ambigu-
ousheld-outwordswas87.3%,considerablyhigher
thanthe baselineof 77.0%). Subsequent/ythe best
settingswere usedin a final experiment,in which
all word expertsweretrainedon all availabletrain-
ing materialandtestedon the held-outtestset. To
further evaluate the results, describedin the next
section,the resultswere comparedwith a baseline
score.Thebaselinewasto selectfor eachwordform
its mostfrequentsense.Of the 484 wordformsfor
which word expertsweremade,470 occuredin the
testset.

4 Results

Thetop line of Tablel shavs the meanscoreof all

theword expertstogetheron the testset. The score
of theword expertson thetestset,84.8%,is gener

ouslyhigherthanthebaselinescoreof 77.2%.These
are the resultsof the word expertsonly; the sec-
ondrow alsoincludesthe best-guessutputsfor the
lowerfrequeny words, lowering the systems per

formanceslightly.

testselection #words| baseling system
word-epertwords |17071 |77.17 |84.8
all ambiguousvords| 17720 | 76.66 |84.0
all words 37769 189.04 |92.5

Tablel: Summaryof resultsontestmaterial

We canalso calculatethe scoreon all the words
in the testset,includingthe unambiguousvords,to
give animpressionof the overall performance.The
unambiguousvords are given a scoreof 100%. It
might be usefulfor a disambiguatiorsystemto tag
unambiguousvordswith their lemma,but the kind
of taggingthisis notof interestin ourtask. Thethird
row of Table1 shaws the resultson all wordsin the
testset.

The bestcontet and parametersettings, deter
mined by cross-alidation for eachword experton
thetrainingset,is estimatedo bethebestsettingfor
testmaterialaswell —thisis afundamentahssump-
tion of parametercross-alidation. As a post-hoc
analysiswe checledthevalidity of thisassumption.

We partitionedthe exhaustve matrix of experiments
on all testedparameteraneasuringhe accurag on

testmaterialwhile holding eachvalueof the param-
eterconstant.This meansfor example thatwe split

the matrix of 1000experimentgperword expertinto

500experimentswithout the useof MvDM, and500

experimentswith MvDM. Two testscoresarecom-

puted: the bestsettingsfrom the first and the sec-
ond500areusedrespectrely (for eachword expert)

to determinethe bestparametesettings,andapply

theseto the test material. In otherwords, all pa-

rametersareoptimizedexceptmv DM, whichis held

constant(on or off). We performedthis post-hoc
testfor all parametersAs it turnedout, in six cases
keepingthe parameteconstanied to (slighlty) bet-

ter or equalperformanceas comparedo the cross-
validated84.8%. Table 2 lists the six constantpa-

rametersettings. Theseresultsindicatethat the pa-

rametersetting estimationby cross-alidation suf-

fers, albeitslightly, from overfitting on the training

material.

cross-alidated 84.8
contt =2 85.0
gainratio 84.9
MVDM 84.8
distanceweighting 84.8
k=5 84.8
k=11 84.8

Table2: List of thesix parametewalues,alongwith
their accurag on test materialthat, held constant,
equal or outperformthe cross-alidatedtest score

(top).

5 Discussion

In this paperwe reported on a refined version
of MBWSD-D, a memory-basedVSD systemfor
Dutch. As comparedo an earlierversion,built on
datamadeavailable to the SENSEVAL-2 competi-
tion, we have mademanualcorrectiondn the anno-
tationsof thedata,andonthecorrecteddatawe have
additionallycross-alidatedtheamountof local con-
text, whichin previouswork hadbeenleft arbitrarily
constantat threeleft andright neighbouringwords
andtheir POStags(Hendrickxandvan denBosch,
2002; Hosteet al., 2002b). Also, we did not in-



clude keyword featuresthat were usedin the men-
tionedstudies,but wereshawvn in thosestudiesnot
to contributeto accurag ontestmaterial.Ourcross-
validationexperimentdeadto a scoreon testmate-
rial of 84.8%.As we have donetheseexerimentson
a cleanedversionof the data,the resultsdescribed
sofar cannotbe comparedo theresultsdescribedn
(Hendrickxandvan denBosch,2002), which were
obtainedonthepreviousversionof thedataandwith
differentparametepptimalisationsIn thoseexperi-
mentsanoptimizedmemory-basedlassifiertrained
only on local context of threeneighbouringwords
right and left, achieed a scoreof 84.2 % on the
word-expertwordsin thetestset.

To make a comparisorbetweertheresultson the
old versionof thedataandthe new version,we have
conductedan experimenton the new data,usingthe
samecross-alidation procedureaswe have usedin
(Hendrickxandvan denBosch,2002)which led to
a scoreof 84.3%on thetestset. This shavs thatthe
cleaningof the datadid not give significantbetter
results.

Additional post-hocanalyseshav thatwhenlo-
cal contet is not cross-alidatedbut held constant
at two left andright neighbouringwords, an accu-
ragy of 85.0% canbe obtained. This suggestghat
the cross-alidation methodhas overfitted its esti-
mationson thetrainingmaterialslightly; thisis also
witnessedoy the highercross-alidatedoptimal ac-
curay on held-outtrainingmaterial(87.3%).
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