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Abstract

This paperreportson a coursewhoseaim

is to introduceFormal LanguageTheory
to studentswith little formal background
(mostly linguistics students). The course
was first taught at the EuropeanSum-
mer Schoolfor Logic, Languageand In-

formation to a mixed audienceof stu-

dents,undegraduate graduateand post-
graduatewith variousbackgrounds.The

challengesof teachingsucha coursein-

cludepreparatiorof highly formal, math-
ematicalmaterial for studentswith rela-

tively little formal backgroundattracting
theattentionof studentof differentback-
groundspreparingexampleshatwill em-
phasizethe practical importanceof ma-
terial which is basically theoretical;and
evaluationof studentsachiezements.

1 Overview

Computationallinguistics studentstypically come
from two different disciplines: Linguistics or

Computer Science. As theseare very different
paradigmsijt is usually necessaryo setup a com-

mon backgroundfor the two groupsof students.
Oneway to achiere this goal is by introducingthe

coretopicsof oneparadignto studentavhoseback-
groundis in the other This paperreportson such
an experiment: teachingFormal LanguageTheory

a core computersciencesubject,to studentswith

no backgroundin computerscienceor mathemat-
ics. Thecoursewasfirst taughtatthe 13th European
SummerSchoolin Logic, Languageand Informa-
tion (Helsinki, Finland)in the summerof 2001.

While formal languageheoryis not a corecom-
putationallinguisticstopic, it is anessentiaprereg-
uisitefor a variety of courses.For example,regular
expressionsand finite-statetechnologyare instru-
mentalfor mary NLP applications,including mor-
phologicalanalyzersandgeneratorspart-of-speech
taggers,shallav parsersjntelligent searchengines
etc. The mathematicafoundationsof contet-free
grammarsarenecessaryor a thoroughunderstand-
ing of naturallanguagegrammarsanda discussion
of theChomsly hierarchyis mandatonyfor students
who want to investigatemore expressie linguistic
formalismssuchasunificationgrammars.

The motivationfor teachingsucha courseto stu-
dentswith no backgroundin formal methods,es-
pecially linguists, stemsfrom the obsenation that
mary studentsvith backgroundn linguisticsarein-
terestedin computationallinguistics but are over
whelmedby the requirement®f computationalin-
guisticscourseghat are designedmainly for com-
putersciencegraduateskFurthermorein orderto es-
tablishareasonabléevel of instructionevenin intro-
ductorycomputationalinguisticscourses| foundit
essentiato assumea firm knowledge of basicfor-
mal languageheory Thisassumptiordoesnot hold
for mary non-CSgradutesandthe coursedescribed
hereis aimedat suchstudentsexactly.

The challengesof teachingsuch a courseare
mary. Teachingatthe EuropearSummerSchoolis
always a challenge,as this institution attractsstu-
dentsfrom a variety of disciplines,and one never
knows whatbackgroundstudentsn one’s classwill
have. In this particularcase the coursewasadwer
tisedasafoundationalcomputatiorcourse Founda-
tional coursegresupposabsolutelyno background
knowledge, and should especiallybe accessibleo



peoplefrom otherdisciplines. The materialhadto
be preparedn a way thatwould male it accessible
to studentsof linguistics, for example,who might
possessio knovledgeof mathematicdeyondhigh-
schoollevel.

Another characteristicof the EuropeanSummer
Schoolsis that the students’educationlevels vary
greatly It is not uncommonto have, in oneclass,
undegraduategraduateandpost-graduatstudents.
Thisimpliesthatthelevel of addressingheclasshas
to be very delicatelydetermined:it is very easyto
boremoststudentsor to speakover their heads.An
additionaldifficulty stemsfrom the fact that while
the languageof instructionat the SummerSchool
is English,mostparticipantystudentsandlecturers
alike) arenot native speakrsof English.

Undoubtedlythe greatestchallengewas to pre-
parethe coursein a way thatwill attractthe atten-
tion of theclass.Formallanguageheoryis a highly
theoretical mostly mathematicabubject. Standard
textbooks (Hopcroft and Ullman, 1979; Harrison,
1978) presenthe materialin away thatwill appeal
to mathematicians:very formal, with one subject
built ontop of its predecesspandwith very formal
(if detailed)examples. Eventextbooksthat aim at
introducingit to non-mathematiciangParteeet al.,
1990)usemostlyexamplesof formal (asopposedo
natural)languagesln orderto motivatethestudents,
| decidedto teachthe coursein a way that empha-
sizesnaturallanguageprocessingapplications,and
in particular to useonly examplesof naturallan-
guages.

While this paperfocuseson a particularcourse,
taughtat a particularervironment,l believe thatthe
lessondearnedwhile developingandteachingt are
more generallyapplicable. A very similar course
canbe taughtasan introductionto NLP classesn
institutionswhosemajority of studentscomefrom
computerscienceput who would like to attractlin-
guistics (and other non-CS)graduatesand provide
themwith thenecessarpackground! hopethatthe
exampleggivenin thepapemwill prove usefulfor de-
velopersof suchcoursesMore generally the paper
demonstrates gentle approachto formal, mathe-
maticalmaterialthat builds on terminologyfamiliar
to its audienceratherthan usethe standardmath-
ematicalparadigmin teaching. | believe that this
approactcanbe usefulfor othercoursesaswell.

2 Structure of the course

Coursesatthe SummerSchoolaretaughtin sessions
of 90 minutes,on a daily basis, either five or ten
days. This coursewastaughtfor five days,totaling
450 minutes(the equialentof ten academicours,
approximatelyone third of the durationof a stan-
dardcourse).However, thedaily meetingsliminate
the needto recapitulatematerial,andthe paceof in-
structioncanbe enhanced.

| decidedto cover a substantiasubsetf a stan-
dardFormal LanguageTheorycourse startingwith
the very basics(e.g., settheory strings, relations
etc.),focusingon regular languagesndtheir com-
putationalcounterpartnamelyfinite-stateautomata,
andculminatingin contet-free grammargwithout
their computationabtevice, push-davn automata)
sketchthe structureof the coursebelow.

The coursestartswith a brief overvien of essen-
tial settheory: the basicnotions,suchassets,rela-
tions, stringsandlanguagesaredefined.All exam-
plesaredravn from naturallanguages.For exam-
ple, setsare demonstratedising the vowels of the
Englishalphabetpr the articlesin German.Setop-
erationssuchasunion or intersection andsetrela-
tions suchasinclusion aredemonstrateégainus-
ing subsetsof the English alphabet(such as vow-
els and consonants).Cartesianproduct is demon-
stratedin a similar way (example 1) whereasela-
tions, too, are exemplified in an intuitive manner
(example2). Of course,it is fairly easyto define
strings languayesandoperation®nstringsandlan-
guages- suchasconcatenationreversal, exponen-
tiation, Kleene-closuwr etc.— usingnaturallanguage
examples.

The second(and major) part of the coursedis-
cussesegular languages Thedefinitionsof regular
expressionsand their denotationsare accompanied
by thestandardind of examplegexample3). After
a brief discussiorof the mathematicapropertiesof
regularlanguagegin particular someclosue prop-
ertiey, finite-stateautomataare gently introduced.
Following the practiceof theentirecourse no math-
ematicaldefinitions are given, but a rigorous tex-
tual descriptionof the conceptwhich is accompa-
nied by several examplessenes as a substituteto
a standarddefinition. Very simple automatagspe-
cially extremecaseg(suchasthe automataaccept-



Example 1 Cartesiarproduct

Example 4 Equivalentautomata

Let A be the set of all the vowels in some
language and B the set of all consonants.
For the sale of simplicity, take A to be

{a,e i, 0,u} andB to be{b, d,f, k,I, m,n, p, s, t}.

The Cartesian product B x A is the set
of all possible consonant-ewel pairs:

{(b,a),(d, a),(d,7), (k,0), (p,0), (t,€), (t, u),...},

etc. Notice that the Cartesianproduct A x B is

different: it is the setof all vowel-consonanpairs,
which is a completelydifferent entity (albeit with

the same number of elements). The Cartesian
productB x B is the setof all possibleconsonant—
consonantpairs, whereasA x A is the setof all

possiblediphthongs.

Example 2 Relation

Let A be the setof all articlesin Germanand B

the setof all Germannouns.The Cartesiarproduct
A x B isthesetof all article—nourpairs.Any subset
of this setof pairsis arelationfrom A to B. In par

ticular, thesetR = {(z,y) | z € Aandy € B and
z andy agreeonnumbergenderandcasg is arela-
tion. Informally, R holdsfor all pairsof article—nhoun
which form a grammaticahounphrasein German:
sucha pairis in therelationif andonly if thearticle
andthenounagree.

ing the empty language,or ¥*), are explicitly de-

picted. Epsilon-meesareintroduced,followed by

a brief discussiorof minimizationanddeterminiza-
tion, whichis culminatedwith examplessuchas4.

Example 3 Regularexpressions

Given the alphabetof all English letters, ¥ =
{a,b,¢c,...,y,z}, thelanguage:* is denotedy the
regular expression®* (recall our corvention of us-
ing ¥ asa shorthandchotation). Thesetof all strings
which containavowel is denoteddy * - (a+e+1i+
o+u)-¥*. Thesetof all stringsthatbeginin “un’ is
denoteddy (un)X*. Thesetof stringsthatendin ei-
ther“tion” or“sior’ is denoteddy X*- (s+t) - (ion).
Notethatall thesdanguagesreinfinite.

To demonstratéhe usefulnesof finite-stateau-
tomatain naturallanguageapplications,someop-
erationson automataare directly defined, includ-

Thefollowing threefinite-stateautomataare equiv-
alent:they all acceptheset{go, gone going}.
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Notethat A; is deterministic:for ary stateandal-
phabetsymbolthereis at mostone possibletransi-
tion. A, is not deterministic: the initial statehas
threeoutgoingarcsall labeledby g. The third au-
tomaton,As, hase-arcsandhences notdeterminis-
tic. While A; might bethe mostreadable A, is the
mostcompaciasit hasthefewestnodes.

ing concatenatiorandunion Finally, automataare
shawvn to bea naturalrepresentatiofor dictionaries
andlexicons(exampleb).

This partof thecourseendswith a presentatiomf
regular relationsand finite-statetransduces. The
formerareshawvn to be extremelycommonin natu-
ral languaggorocessingexample6). Thelatterare
introducedas a simple extensionof finite-stateau-
tomata.Operationson regularrelations,andin par
ticular compositionconcludethis part(example?7).

Thethird partof thecoursedealswith contet-free
grammas, which are motivatedby the inability of
regularexpressiongo accounfor (andassignstruc-
tureto) severalphenomenan naturallanguageskEx-
ample8 is therunningexampleusedthroughouthis
part.

Basic notions,suchasderivation and derivation



Example 5 Dictionariesasfinite-stateautomata

Example 6 Relationsover languages

Many NLP applicationsrequirethe useof lexicons
or dictionaries sometimestoringhundredof thou-
sandsof entries. Finite-stateautomataprovide an
efficient meansfor storing dictionaries,accessing
themand modifying their contents. To understand
thebasicorganizatiorof adictionaryasafinite-state
machine,assumehat an alphabets fixed (we will
useX = {a,b,..., z} in thefollowing discussion)
andconsidethow a singleword, saygo, canberep-
resented As we have seenabove, a nave represen-
tationwouldbeto constructnautomatorwith asin-
gle pathwhosearcsarelabeledby the lettersof the
word go.

g 0]
O—0——0
Torepresenmorethanoneword, we cansimplyadd
pathsto our “lexicon”, onepathfor eachadditional

word. Thus,afteraddingthe wordsgoneandgoing
we might have:
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This automatorcanthenbe determinizedand mini-
mized:
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With sucha representationa lexical lookup oper
ation amountsto checkingwhethera word w is a
memberin the languagegeneratedy the automa-
ton, which canbe doneby “walking” theautomaton
alongthe pathindicatedby w. Thisis anextremely
efficient operation: it takes exactly one “step” for
eachletter of w. We saythatthe time requiredfor
this operatioris linear in thelengthof w.

treesarepresentedyently with plenty of examples.
To motivate the discussionguestionsof ambiguity
areraised. Contet-free grammarsare shovn to be
sufficient for assigningstructureto several natural

Considemsimplepart-of-speeckagger:anapplica-
tion which associatesvith every word in somenat-
ural languagea tag, dravn from a finite setof tags.
In terms of formal languagessuchan application
implementsarelationover two languagesFor sim-
plicity, assumehat the naturallanguages defined
over¥; = {a,b,...,z} andthatthe setof tagsis
¥ = {PRON,V, DET, ADJ, N, P}. Thenthe part-
of-speechelationmightcontainthefollowing pairs,
depictedherevertically (thatis, a stringover X, is
depictedover anelementof X»):

I knov some new tricks
PRON V DET ADJ N

said the Cat in the Hat
V DET N P DET N

As anotherxample assumehat>’; is asabove,and

¥ is asetof part-of-speeclandmorphologicatags,
including{-PRON,-V, -DET, -ADJ, -N, -P, -1, -2, -3,

-sg -pl, -pres, -past, -def -indef}. A morpholog-
ical analyzeris basicallyan applicationdefining a

relationbetweeralanguageover 33; andalanguage
over ¥o. Someof the pairsin sucha relation are

(vertically):

I know

I-PRON-1-sg know-V-pres

some new tricks
some-DE¥indef new-ADJ trick-N-pl
said the Cat
say-\fpast the-DETFdef cat-N-sg

Finally, considerthe relation that mapsevery En-
glish nounin singularto its plural form. While the
relationis highly regular (namely adding“s” to the
singularform), somenounsareirregular Somein-
stance®f thisrelationare:

cat hat ox child mouse sheep

cats hats oxen children mice sheep

languaggphenomenaincluding subject-erb agree-
ment verb subcatgorization, etc. Finally, some
mathematicalpropertiesof contet-free languages
arediscussed.

The last part of the coursedealswith questions
of expressiity, andin particular strongand weak



Example 7 Compositionof finite-statetransducers
Let R, bethefollowing relation,mappingsomeEn-
glishwordsto their Germancounterparts:

R; = {tomato: Dmate cucumber:Guré,
grapefruit:Grapefruit, grapefruit:pampelmuse
pineapple:Ananasg;oconut:Koko,
coconut:kKkusnuf}

Let Ry beasimilar relation,mappingFrenchwords
to their Englishtranslations:

Ry = {tomate:tomatoananas:pineapple
pampelmousse:gpefrut, concombe:cucumber
cornichon:cucumbemoix-de-coco:coaaut }

ThenR; o R; is arelationmappingFrenchwordsto
their Germantranslations(the English translations
areusedto computethemapping but arenot partof
thefinal relation):

Ry o Ry = {tomate:Dmate ananas:Ananas,
pampelmousse:@pefruit,
pampelmoussedPpelmuseconcombe:Gurle,
cornichon:Gurle, noix-de-coco:lkko,
noix-de-coco:kkusnfe}

Example 8 Rules

Assumethatthesetof terminalsis {the cat,in, hat}
andthe setof non-terminalds {D, N, P, NP, PP}.
Thenpossiblerulesover thesetwo setsinclude:

D — the NP— DN

N — cat PP— P NP
N — hat NP — NP PP
P—in

Notethattheterminalsymbolscorrespondo words
of English,andnot to lettersaswasthe casein the
previous chapter

genegtive capacity of linguistic formalism. The
Chomsly hierarchy of languajesis definedand ex-
plained, and substantialfocus is placedon deter
mining the location of natural languagesin the
hierarchy By this time, studentswill have ob-
taineda senseof the expressrenessof eachof the
formalisms discussedin class, so they are more
likely to understandmary of the issuesdiscussed
in PullumandGazdar1982, on which this part of
the courseis based. The courseendswith hints
to more expressie formalisms,in particular Tree-

Adjoining Grammarsandvariousunification-based
formalisms.

3 Enrollment data

While the SummerSchooldoesnot conductteach-
ing evaluations,| felt thatit would be usefulto re-
ceive feedbackfrom participantsof the course. To
this end, | designeda standardeachingevaluation
form andasled studentdo fill it in onthelastclass.
Thedatain this sectionaredravn from thestudents’
responses.

The numberof studentsvho submittedthe ques-
tionnairewas 52. Nationality was varied, with the
majority from Finland, Poland,Italy, Germay, the
United Kingdom and the United States,but also
from Canadathe Netherlands Spain, Greece,Ro-
mania, France,Estonia,Korea, Iran, the Ukraine,
Belgium, Japan, Sweden, Russia and Denmark.
Thirty six definedthemseles asgraduatestudents,
thirteenasundegraduatesndthreeaspost-PhD.

The mostinterestingitem was background.Par
ticipants had to describe their backgroundsby
choosingfrom Linguistics, MathematicsComputer
Sciencelogic or Other Only 32% describedheir
backgroundas Linguistics; 29% chose Computer
Science; 21% chose Mathematics; and 15% —
Logic. Otherbackgroundsncludedmostly Philos-
ophy but also Biology and Physics. Why students
of ComputerScienceandin particulargraduatestu-
dents,shouldtake Formal Languagé€rheoryin such
an interdisciplinary SummerSchool is unclearto
me.

Studentsvereasled to gradetheir impressionof
the course,on a scaleof 1-5, alongthe following
dimensions:

e Thecourssdis interesting

e The coursecoversimportantand useful mate-
rial

e Thecourseprogresseattheright pace
e Thecourseis fun

Theaveragegradewas4.53for theinterestguestion;
4.47 for the usefulnesgjuestion;3.67 for the pace
question;and4.13for fun. Theseresultsshav that
participantsfelt thatthe coursewasinterestingand



useful,and even fun. However, mary of themfelt

thatit did not progressn theright pace.This might

be partially attributed to the high rate of computer
scienceand mathematicstudentsin the audience:
mary of them musthave seenthe materialearlier

andfelt thatprogressvastoo slow for them.

4 Conclusions

This paperdemonstratethatit is possibleto teach
formal, mathematicainaterialto studentswith little
or noformalbackgroundy introducingthe material
gently albeitrigorously By the endof the course,
studentswith backgroundin linguistics or philos-
ophy are able to understandhe computerscience
theoreticalfoundationsunderlyingmary aspectsof
naturallanguagerocessingin particularfinite-state
technologyand formal grammars. This setsup a
commonbackgroundior more advancedclassesn
computationalinguistics.

The coursewas taughtonceat an international,
interdisciplinarysummerschool.l intendto teachit
againthis summeirin a similar, albeitsmallerevent;
| alsointendto teachit to graduateHumanitiesstu-
dentswho expressinterestin computationalinguis-
tics, in order to introducethem to some founda-
tionaltheoreticabspect®f computersciencesssen-
tial for working on naturallanguageprocessingap-
plications. The positve reactionof most students
to the courseis anencouragingncentive to develop
morecoursesalongthesamelines.
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