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Abstract

This paperproposesan empirical ap-

proachto the developmentof a com-

putationalmodelfor assessingexts ac-

cordingto cohesveness We arguethat

the NLG technologiesfor the gener

ation of structuralparaphrasesan be

usedto efficiently createwhatwe call a

cohesion-ariantparallelcorpus,which

would sene asa goodresourcegor em-

pirical acquisitionof cohesvenesscri-

teria. We also presentour pilot case
study in which we took a particular
type of paraphrasinghat separatesa

relatve clausefrom a sentence. We

have so far createda cohesion-ariant
parallelcorpuscontaining4d99cohesie

instancegnd84lincohesie instances.
Based on this corpus, we conducted
a preliminary experimenton cohesion
evaluation, obtaining encouragingre-

sults.

1 Intr oduction

In NLP taskssuchastranslation,summarization
and text generation,where a systemproduces
textsasits output,the cohesvenesof outputtexts
is an important criterion for assessinghe sys-
tem’s performance An outputtext shouldnot be
justacollectionof syntacticallyandsemantically
well-formedsentencedyut is requiredto bewell-
organizedalso at the discourselevel. Cohesve
relations(i.e. coreferenceelations,rhetoricalre-
lations, etc.) betweerentitiescontainedn a text

shouldbe properlyrealizedby meansof linguis-

tic cohesve devices. Accordingto Halliday and

Hasan(1976)andHalliday (1994),therearefour

typesof cohesie devicesin English: reference,
ellipsis,conjunctionandlexical cohesionA sys-

temthusneedgo know how to usesuchcohesve

deviceseffectively®.

The translation and summarizationresearch
communitiesare, in fact, increasingly getting
concernedwith the notion of cohesion,though
only recently astechnologiedor intra-sentential
processingnake progress. For example, Marcu
et al. (2000) proposesa computationalmodel
for transforming rhetorical structuresbetween
a source and target languages,aiming at the
improvement of translation quality,. Mani et
al. (1999) proposedo incorporatethe cohesion-
concernedevision processnto summarization.

Whatis commonlyrequiredin suchtasksis a
technologyfor assessin@ given text according
to cohesveness. Sucha technologywould en-
ableusto designfor example,atranslatiormodel
which would choosehe bestcohesve translation
from more than one generatedcandidate. Al-
ternatively, it might also be feasibleto designa
framewvork wherea systemwould reviseaninitial
translationaccordingto cohesion. In this paper

YIn this paper we usethe term cohesivenesto refer to
thedegreeto which cohesie devicesare properlychoserto
realizecohesve relationsin atext, whetheirit is quantifiedor
not. It is amatterof surfacerealizationor sentencglanning
(WannerandHovy, 1996;ReiterandDale, 1999). Herewe
distinguishit from the notion of coheene, which is typi-
cally usedto refer to the degreeto which the text contents
themseles are well-organizedat the conceptualevel, and
thus a matterof contentselection/oganization. This paper
concentrate#ts focuson theformerstratum.



we arguethatthe NLG technologiedor generat-
ing certaintypesof structuralparaphrasesanbe
usedto efficiently createtraining andtestingdata
which would sene asa goodresourceor empir
ical corpus-basedtudy on cohesvenessevalua-
tion.

To give our intuition to the reader let us con-
sider the following example, where (1t.1) and
(1t.2) are both paraphrasesf a sourcepassage

(1sy:

(1s) Sméland,whichis locatedto the south-west
of Stockholm,is called “The Kingdom of
Glass”. The reasonis that thereare sixteen
glassmanufacturers this area.

(1t.1) Smaland is locatedto the south-westof
Stockholm. It is called “The Kingdom of
Glass”. The reasonis that thereare sixteen
glassmanufacturers this area.

(1t.2) Smaland is called “The Kingdom of
Glass”. It is locatedto the south-westof
Stockholm. The reasonis thatthereare six-
teenglassmanufacturerfn this area.

One paraphrasélt.l) is cohesve aswell asthe
original passagé€ls). Theotherparaphrasélt.2)
cannotbeconsidereadohesve, however, sincethe
REASON relationbetweenthefirst andthird sen-
tencess interferedby the secondsentence.

As suggestedby this example,particularsorts
of structural paraphrasinghave the effect of
changing some aspectsof the textual struc-
ture of a given original text. Sentencedivi-
sion/aggrgation, clause order scrambling, top-
icalization, extrapositiorf, and voice-switching
are typical sortsof suchstructuralparaphrasing.
Thesesortsof paraphrasingrelikely to change
eitherof discourse-relatioacopingtheme-rheme
chaining, coreferencechaining, salience,and so
on. This changemay presere the original cohe-
sivenesshut mayalsobelikely to breakit. Mak-
ing useof this nature ,onecansystematicallyand
efficiently createalargetext collectioncontaining
both cohesve andincohesve instancesn paral-
lel, which would thensene asaresourceor ex-

2This exampleis a congruenttranslationof a passage
originally writtenin Japanese

3A typical exampleis the transferfrom a simple-clause
sentenceo acleft sentence.

plorationof cohesvenes<riteria. We call sucha
text collectionacohesion-varianparallel corpus

In this paper we concentrateour focus only
on the cohesvenessof the linguistic realization
level ratherthanon the coherencef the concep-
tual level. Our presentgoalis, therefore,to cre-
atea computationalmodelthat can evaluateand
comparea given set of paraphrasevariantsas-
sociatedwith the samecontentsaccordingto lo-
cal cohesveness. A pair of passage¢lt.1) and
(1t.2) abore is an exampleof sucha paraphrase
variantset. The scopeof the variationsof lin-
guistic cohesve devices we would like to con-
siderherelargely coversthe mattersof sentence
planning(or micro planning)(WannerandHovy,
1996; Reiterand Dale, 1999)including referring
expressionsdiscoursemarkers,sentencegroup-
ing, clauseconfigurationtopicalization,etc.

In thefollowing sectionsyvefirst review thelit-
eratureon choiceof cohesve devicesin text gen-
erationin section2. We next describenovervien
of our paraphrase-basegbproactto thisissuein
section3. We thenpresenbur pilot casestudy in
which we took a particulartype of paraphrasing
that separates relative clausefrom a sentence,
reportingthe resultsof a preliminaryexperiment,
in section4 and5.

2 Choiceof cohesivedevicesin text
generation

Onemayexpectthatcriteriaor techniquedor co-
hesvenessevaluation should be easily found in
the literature on text generationfor a couple of
reasons:

e Therehavebeenquiteafew cohesion-related
works in this field. For example, works
on discoursemarker choice (Scott and de
Souza,1990; VanderLinden, 1994; Grote
and Stede,1998; Oates,1999), generation
of referring expressions(Dale, 1992), and
clauseaggregationbasedon discourserela-
tion (DalianisandHovy, 1996;Shawv, 1998)
areall relatedto linguistic realizationof co-
hesie relations.

e Text generatiorhastheadwantageof serving
asa gooddevice for systematicallyproduc-
ing diversetext variantsfrom the samein-
put. Imagine,for example,thata NLG sys-



tem could generatgassageéls), (1t.1) and
(1t.2)in parallelfrom thesamecontentspec-
ifications. If given sucha collectionof text
variantscontainingboth cohesve andinco-
hesve instancesn parallel,onecould carry
out steadyexplorationsof cohesvenesscri-
teria,sincehaving negative instancedesides
positive oneswould significantly facilitate
generalization.

Unfortunately however, therehave sofar been
very few worksin thisfield thathave shovn com-
prehensie and concretecriteriaof cohesveness.
Thisis supposedo bepartly dueto thefollowing
problems:

e In text generation, input topics tend to
stronglydependon eachapplicationsystem,
which makesit difficult to conductlarge-
scaleexperimentsto generatetext variants
of diversecontents.This seemdo have pre-
ventedtransferof cohesion-relatetéchnolo-
giesin text generationto other fields such
astranslatiorandsummarizatiorthatarere-
quiredto handlerelatively unrestrictedexts.

e |deally, for computational purposes, co-
hesivenesscriteria should be represented
declaratvely as,for example,a setof declar
ative constraintssothatthey couldbereem-
ployedin other NLP tasks. In most exist-
ing generatiorsystemshowever, theprocess
of consideringcohesvenesdendsto be dis-
tributed over a numberof choice pointsin
the searchspaceof generatior(morespecifi-
cally, for example,decisionexpertsin black-
board-based sentenc@lanner(Wannerand
Hovy, 1996;GroteandStede,1998)),which
hasobstructedeuseof implementedknowl-
edge.

e While NL understanding/anadiys commu-
nities have recently developed empirical
corpus-basedapproachesgaining remark-
able successjt seemsthat the NLG com-
munity hasnot madeso mucheffort on this
frontier. For example,it hasnotyetaccumu-
lated significantshaed text data(corpora)
that arerichly annotatedor the purposeof
empirical discourseanalysis. Coherence-
orientedknowledge proposedso far in the

literature,e.g. the assumptionsand heuris-
tics proposecdby Scottandde Souza(1990),
would be moreeasyto refine,extendor cus-
tomize,andthuswould be morereusableijf
it were availabletogetherwith the text data
from whichit hadbeenextracted.

Concerningthe first and third problems,one
may seea remarkablesxceptionin Marcu’s em-
pirical approach{Marcu,1997). Marcufirst auto-
matically sampleda large collectionof text frag-
mentsincluding discoursemarkersin question,
then carried out manualannotation,and finally
attemptedto acquirelocal constraintsbasedon
statistics. Marcu's approachs consideredairly
powerful, yet it still hasa weakness: Since it
is not designedto use negative instancesn the
constraintacquisition,it requireshugeamountof
training data, which then requiresconsiderable
costfor manualannotation.

3 Paraphrase-basedyeneration of
cohesion-variantparallel corpora

Ourapproactcanbedecomposeihto thefollow-
ing steps:

1. Manual production of paraphrases: Given
acollectionof several-clause-longassages,
we first manually createa structural para-
phrasefor eachpassagesothatit preseres
the cohesvenessof the original passage.
Eachparaphrasereatedn this stepis called
acore positiveinstance

2. Manual extraction of a choicesystem:We
next manually analyzethe differencesbe-
tweenthe core positive instancesand their
original passageo extracta choicesystem
of paraphrasinghat exhaustvely coversall
the corepositive instancesHere,we assume
achoicesystemto be a sortof a systemnet-
work in thesystemicsensgHalliday, 1994).

3. Implementation: We implementthe choice
systemon a paraphrasegeneratar

4. Automatic generation of annotated para-
phrases: We then generatediverse para-
phrasedrom eachof given input passages
systematicallypy makingrandomchoiceson



the choicesystem.In this processthe gen-
erator simultaneouslyannotatesach para-
phraseinstancewith rich tagsto indicateall

the choicesmadeto generateit aswell as
varioussyntacticand semanticattributes of

It.

5. Manual cohesivenessvaluation: Theoret-
ically, theresultantsetof paraphraseshould
cover all the core positive instances.In ad-
dition, it alsoinclude a much larger num-
ber of other newly generatedparaphrases.
For eachinstanceof the latter, we manually
judge whetherit is positive (i.e. cohesve)
or negative (i.e. incohesve), andannotatet
accordingly

As aresultof stepsl through5, we obtainanan-
notatedcohesion-ariantparallel corpus. It con-
sistsof paraphrasegroups eachof which further
consistsof both cohesie and incohesie para-
phrasesssociateavith the sameclauseset.

6. Modeling and testing of cohesivenessri-
teria: Such a sufficiently large annotated
corpusbeing obtained,one shouldbe able
to employit to createandtestcomputational
modelsfor cohesvenessvaluation.For this
modelingstep,onemight alsobe ableto ap-
ply somerecentlyadvancedmachinelearn-
ing techniquessincethe task of cohesve-
nessevaluationwe considelherecanalsobe
simply regardedas a classificationproblem
wherea given passagéparaphrasels to be
classifiedinto two classescohesie or inco-
hesie.

Our paraphrase-basegproacthasthefollow-
ing advantageswhile preservingheadwantageof
previous verification-by-generatioapproaches.

e Structuralparaphrasingendsto changeonly
averysmallpartof agivenoriginalsentence.
This makesit easierto implementa struc-
tural paraphrasegeneratorthat guarantees
at leastthe intra-clausalsyntactic/semantic
well-formednessof its output, compared
with the caseof generatiorfrom knowledge
base.

e It is also relatively easyto generatetext
variants of sufficiently diverse contents,

since paraphrasingdoesnot require either
application-dependerdrtifactualinput or a
grammarand lexicon that fully cover the
textsto generate.

e Manualsemantic/discoursannotations re-
quiredin principleonly for sourcenstances;
amuchlargernumberof derivative instances
can be annotatedully automatically This
facilitatesscalingup of an instancecollec-
tion.

e Thesecondadwantagepotentiallyenablesus
to makeso-calledselectivesampling which
has beenempirically proven to effectively
acceleratdearning, while reducingmanual
annotationcosts,in mary knowledgeacqui-
sitiontasks,e.g. (Fujii etal., 1998).

4 A casestudy

We conducteda pilot casestudy taking a partic-
ular type of paraphrasingvhich separates rel-
ative clausefrom a given sentenceasin exam-
ple (1) in sectionl. Hereafterfor simplicity, we
usethe term paraphras{e,ing} to refer to para-
phrade,ing} of this type, asfar asthe present
casestudyis concerned. Furthermore for con-
venience,we call the sentenceoriginating from
arelative clausea satellite sentencdor simply a
satellite, andthe sentencehat consistsf there-
mainingconstituent®f the sourcesentence nu-
cleussentencdor simply anucleus.
Thetametlanguagewe have sofar exploredis
only JapaneseNote, however, thatour method-
ologyis expectedo bein principle equallyappli-
cableto ary language.Example(2) below is an
actualexampleof Japanesparaphrasing:

(2s) [Sweden-no (SwedenpPos) shuto (capitalAPPOS)
Stokholm-no (of Stockholm) nan€hu-ni (to the
south-westjtisuru (to be locatedADNOM)| rEr_c1.5
Snéland-tilb-wa (SmélandTopP) betung (another

name)‘gar asu-nodkoku”-to (as“Kingdom of Glass”)
yobaeteiru(to becalled).

(2t) (satellits Snéland-tihd-wa (SmalandTopP) Sweden-
no (SwedenrPos) shuto(capitalAPpPos) Stodholm-no
(of Stockholm)nan£hu-ni (to the south-west)tisuru
(to belocated).
(nucleu$ kono-titb-wa (this region-ToP) betung (an-
other name)“gar asu-nodkoku”-to (as “Kingdom of
Glass”")yobaketeiru (to be called).

Japaneseelative clausesanbeclassifiedasei-
thergappingor non-gapping While gappingrel-



ative clausescontaina unique gap for the mod-
ified head,the associateataseslot of which can
be a complementor adjunct, non-gappingrela-
tive clausesdo not containary gap. The former
classof relative clausescan be further semanti-
cally classifiedinto restrictive or non-restrictve

relative clausesAmongthosethreesubtypesfor

our presenstudy we restrictedthe sourceobjects
of paraphrasingp non-restrictve gappingrelative

clausessincethis type of relative clausescanbe
separatedrom thematrix clausemoststraightfor

wardly.

We first collected275 non-restrictve gapping
relative clausesfrom newspaperarticles of di-
versegenreg(1,840sentencef total) excerpted
from the Kyoto corpus (Kurohashiand Nagao,
1997). For eachof them, we manuallycreated
a core positive instance,taking its contet into
account. We next manually analyzedthosein-
stancesand obtaineda choicesystemconsisting
of sevenmajorsimultaneoushoicepointsasfol-
lows:

(c1) Tenseand aspect: whetherthe tense of
the satellite should be of the ta (past)
form or ru (non-past)form, and whether
the aspectshouldbe of the teiru (progres-
sive/resultatie) form or ru (base)form

(c2) Casemarker alteration: the casemarker
nousedasanominative casemarkerin arel-
ative clauseshouldbe obligatorily replaced
with the propersubjectve casemarkergain
thesatellitesentence

(c3) Punctuation: punctuation should be
changedaccordingly

(c4) Connective: whetherthe rhetoricalrelation
betweenthe nucleusand satelliteshouldbe
verbalizedasa connectve expressioror not,
and which expressionshould be chosenif
necessary

(c5) Sentenceorder: whetherthe nucleussen-
tenceprecede®r the satellitesentencepre-
cedes

(c6) Topicalization: whetherthefiller of thegap
of the satelliteshouldbetopicalizedor not

(c7) Copulativization:  whether the satellite
shouldbe further transferredo constructa
copulaor not:

(3s) [NTT-ga (NTT-NOM) 4-gatukara (from April)
tekyd-suru (to  provide-ADNOM)|rEL_cLs
zisedai-lbsoku-tisin-kaise (new generation
telecommunicatiometwork)

(the new generation telecommunication
network,whichNTT will provide from April)

(3t.1) (non-copula NTTFga (NTT-NOM) 4-gatukara
(from April) zisedai-lbsoku-fisin-kaise-o (new
generation telecommunication networkAcc)
tekyd-suru(to provide).

(NTT will provide anew generatiortelecommu-
nicationnetworkfrom April.)

(3t.2) (copulg zisedai-Rsoku-fisin-kaise-wa (new
generation telecommunication network-ToP)
[NTTga (NTT-NOM) 4-gatu kara (from April)
tékyd-suru(to provide)lrer_c s sabisu-da(to
beaservice).

(The new generationtelecommunicationnet-
work is a servicethat NTT will provide from
April.)

(c7) Anaphora/ellipsis: Eachanaphoricexpres-
sionandellipsisshouldbereconsideregvith
theoptionsincludingatleastthe following:

— NP with a demonstratie adjectve
“kondsono(this/that)”

— bareNP withouta demonstratie adjec-
tive

— headnounwith a demonstratie adjec-
tive

— demonstratie pronoun
(this/that)”

— personapronoun

— ellipsis(zeropronoun)

“kore/sore/

We thenimplementedhe above choicesystem
on our paraphrasingngineFUNE (Fujita et al.,
2000), and obtained1,343 paraphrasénstances
from the 195 sourceinstancesyhich werethose
randomlysampledirom theabove 275 sourcein-
stances.To generatéheseparaphrasesye made
randomchoicesonly for the choicepoints(c4) to
(c7), while makingan optimal choicefor eachof
therest,(cl1) to (c3), sinceour preliminaryinves-
tigationhave proventhelattersetof choicepoints
to bealmostindependentf the context.

For theinputto FUNE, we providedthefollow-
ing sortsof information:

e morphologicalanddependeng structurein-
formation(givenby the Kyoto corpus)



e semantic information (semiautomatically
annotatedsuch as the grammaticalrole of
thegapof arelative clause

¢ textual information (semiautomaticallyan-
notated)suchasthe rhetoricalrelationsbe-
tweenclause{Mannand Thompson,1987)
andtheantecedenof eachanaphor/ellipsis

Here,we meanby “semiautomaticallyannotate
thatthe preprocessingnoduleanalyzedheinput
to obtainsemantic/tetualinformationwhile leav-
ing uncertainpartsof analysisn our hands.

Finally, we manually assesseall the para-
phrasdnstances449instancesverejudgedto be
acceptablycohesve (positive), 841 instancesun-
acceptablgnegative), and 53 instancesvereleft
unjudged.Whenmorethanonepositive instance
were derived from a single sourceinstance,we
furtherrankedthem.

The assessmemas carriedout by two of us.
Unfortunately we were not able to estimatethe
agreementate betweenthe two assessorssince
we hadfrequentlydiscusseall thecase®f which
either of us had felt unsure. The psychological
estimationof the feasibility of humanjudgment
in this taskwill bea futurework.

5 A cohesivenessvaluation model

Thecohesvenesgriteriacanbemodelledasaset
of constaints and prefeences The constraints
would discriminate between positive instances
and negative instanceswhereasthe preferences
would rank positive instancesaccordingto flu-
eng. As mentionedefore,to createsucha com-
putationalmodel, one might be able to employ
variousmachinelearningtechniquedor classifi-
cation problems. We consideredhowever, that
for thepresentasestudy whichis still atthevery
preliminarystagejt shouldbe moreimportantto
getasenseaf the propertiesof thetaskby manual
analysis. In this section,we briefly but exhaus-
tively enumeratehe hypotheticalconstraintsand
preferencesave have so far obtainedby manual
analysis.

5.1 Clauseordering

We consideredhat one way to approachthe is-
sueof clauseorderingwould be to startwith Mi-
nami’s linguistic theory on intra-sententiahier

archical structure (Minami, 1974). According
to Minami, a Japanesesentencehas a center
embeddinghierarchicalstructureasillustratedin
Figure 1 (a), where the event descriptionlevel
(A) is embeddedn the speakes attitude level
(B), which is thenembeddedn the presentation
level (C), but not vise versa. Given this view of
sentencestructure,one canpredict, for example,
that a subordinatead\erbial clausestating REA-
SoN (level B) canbe embeddedn anothersub-
ordinate clausestating CONCESSION (level C),
but not vice versa,asillustratedin Figurel (b).
This constrainthas,in fact, beenusedby NLP re-
searchersuchas Shirai et al. (1995)for disam-
biguation of intra-sententiainter-clausaldepen-
deng structures.

Presentation (C)
...shita-ga[Concession]

Attitude (B)
...node [Reason]

Description (A)
...nagara [ParallelEvent]

(€Y

Concession Reason
Reason .
m Conces ?Hﬁ_\

(b)

Figurel: Hierarchicalstructureof Japaneseen-
tence

In orderto apply this constraintto our task of
clauseordering,we needto extendit in the fol-
lowing respects:

e Since Minami’s theory covers only intra-
sententialrhetorical structures,we needto
prove whether it holds beyond sentence
boundariesand also whetherit holds even
if the nucleusprecedeshe satellite (In a
Japanesaentencea subordinate(satellite)
clause always precedesthe matrix clause
(nucleus)it dependn.)

e The ELABORATION relation, which is one
of themostcommaonrhetoricalrelationsthat
appearin intersentential rhetorical struc-
tures, is out of scopein Minami's theory
sincethe ELABORATION relation doesnot
appearin adwerbial inter-clausaldependen-
cies. We needto investigatewhere the
ELABORATION relationshouldbelocatedin
Minami’s hierarchyof rhetoricalrelations.



Our analysishasso far supportedthe following
constraintsand several well-known preferences,
althoughobviously they still needfurtherinvesti-
gationandrefinement.

Constraint 1.1 If three continuousdiscourse
segmentsconstituteeither of the rhetorical pat-
terns(A) or (B) shavn in Figure 2, relation i
shouldbe of a higherlevel of therhetoricalhier
archythanrelation 25, where:

e ELABORATION constitutes a new class
whoselevel in the hierarchyis higherthan
thelevel (B) (e.g. REASON), andlowerthan
thelevel (C) (e.g. CONCESSION), and

e theconstraintholdsbeyondsentencdound-
aries,andis independenbf the orderof the
nucleusandsatellite,exceptthatpattern(A)
is notacceptabléf R, is ELABORATION.

R1 R1
R2 R2
N 77N
® ®

Figure2: Local patternsof rhetoricaldependenc
structure

The Snéiland example takenin section1 is
a good example that satisfiesthis constraint,
where(4t.1) hasno embedding(4t.2) is the case
where R,=ELABORATION and R;=REASON,
and (4t.3) is the casewhere R{=REASON and
Ry=ELABORATION:

(4t.1) Snéland-tib-wa  (SmalandToP)  Sweden-no

(Swedenros) shuto (capitalaPPos) Stokholm-no
(of Stockholm)nan-séhu-ni (to the south-west)tisuru
(to belocated).
kono-titb-wa (this region-ToP) betung (another
name)‘gar asu-nodkoku-to (as“Kingdom of Glass”)
yobaeteiru (to becalled).
16-mo-no(sixteenEMPHASIS) garasu-k0jo-ga (glass
manufacturersaoN) kono-titb-ni (in this region)
tenzai-site-iru-kaa-da (to exist-REASON).
(Smalandis locatedto the south-westof Stockholm,
the capital of Sweden. It is also called “Kingdom
of Glass”. The reasonis that there are sixteenglass
manufactureri thisarea.)

(4t.2) Snaland-tid-wa (SmalandTopP) betung (another
name)‘gar asu-nodkoku’-to (as“Kingdom of Glass”)
yobaeteiru (to becalled).
16-mo-no(sixteenEMPHASIS) garasu-k0jo-ga (glass
manufacturersaoN) kono-titb-ni (in this region)

tenzai-site-iru-kaa-da (to exist-REASON).
Snéland-tinb-wa  (this region-Tor) Sweden-no
(Swedenros) shuto (capitalAPPos) Stodkholm-no
(of Stockholm)nan-sehu-ni (to the south-west)tisuru
(to belocated).

(Smalandis called“Kingdom of Glass”. Thereasoris
thatthereare sixteenglassmanufacturersn this area.
Smalandis locatedto the south-westof Stockholm,
the capitalof Sweden)

(4t.3) * Snéland-tib-wa (SmalandToP) betung (another
name)‘gar asu-nodkoku”-to (as“Kingdom of Glass”)
yobaeteiru(to becalled).
kono-titb-wa (this region-ToP) Sweden-nqSweden-
POS) shuto (capitalaPPos) Stodholm-no (of Stock-
holm) nan- seku-ni (to the south-west)tisuru (to be
located).
16-mo-no(sixteenEMPHASIS) garasu-kojo-ga (glass
manufacturersaoN) kono-tilb-ni (in this region)
tenzai-site-iru-kaa-da (to exist-REASON).

(* Smalandis called“Kingdom of Glass”. It is located

to the south-wesbf Stockholm the capitalof Sweden.

Thereasonis thattherearesixteenglassmanufacturers
in thisarea.)

Constraint 1.2 The satelliteof an ELABORA-

TION relationcannotpreceddhe nucleusexcept

for the casewherethe satellitehasno preceding

context.

Preferencel.l If thereis acoreferenceelation
betweentwo segments,they are preferredto be
adjacento eachother

Preference1l.2 |If thereis a temporal SUBSE-
QUENCE relationbetweerntwo segmentsthey are
preferredto be placedin thattemporalorder

Preferencel.3 If the nucleusandsatellitesen-
tencesarein the CONTRAST relation,the former
is preferredto precede.

5.2 Discoursemarkers

Concerning discourse markers, we have not
widely explored optionsfor eitherof markeroc-
currencemarkermplacemenandmarkerselection.
For the moment,we have implementedonly the
following constraintfor the experimentwe will
describan the next section.

Constraint 3.1 The rhetorical relation should
beverbalizedby meansof a properconnectve ex-
pressionin thosecasesncludingthefollowing:

e acasewheretherhetoricalrelationis REA-
SON, andthesatellitefollows thenucleus

e acasewheretherhetoricalrelationis CoN-
CESSION, andthenucleusfollows the satel-
lite



5.3 Topicalization

Constraint 2.1 If the gapof therelative clause
is associatedvith the nominative case,the gap
filler should be topicalizedin the satellite sen-
tence,exceptfor the casewherethe satelliteis of
the form “. .. kara-da (it is because..)” or the
satelliteis placedat the headof thetext.

s. [Prodigy-de (on Prodigy) sabisu-o (serviceAcc)
okonatte-iru(to be providing-ADNOM)|rEr_c 1.5 Ac-
cess Atlanta-no (of Access Atlanta) kihon-rydkin-
wa (basicrateTopr) getugaku(monthly) yaku-7-doru
(around7 dollars-copuLA).

(Thebasicrateof AccessAtlanta,which providesser
viceson Prodigy is around? dollars.)

t. AccessAtlanta-no (of AccessAtlanta) kihon-rydkin-
wa (basicrateTopr) getugaku(monthly) yaku-7-doru
(around7 dollars-copuLA).

(Thebasicrateof AccessAtlantais around? dollars.)
AccesdAtlanta-wa (AccessAtlanta-ToP) Prodigy-de
(on Prodigy) sdbisu-o(serviceAcc) okonatte-iru(to
be providing-ADNOM).
(AccessAtlantaprovidesserviceson Prodigy)

Preference2.1 If thegapof therelatve clause
is associatedvith the nominatve caseand the

satelliteis of theform “. . . kara-da (it is because
...)", thenthegapfiller is preferrednotto betop-

icalized(Kuno,1974).

Preference2.2 If the gapof therelative clause
is notassociatewvith thenominative casethegap
filler is preferredo betopicalized.

5.4 Anaphora and ellipsis

Severalworkshave exploredtherelationbetween
rhetoricalstructureandreferencen English(Fox,
1987; Cristeaet al., 2000; Grosz and Sidner
1986; Groszet al., 1995). Japaneseeference,
on the other hand, hasbeenstudiedfrom a dif-
ferentperspectie, being associatednainly with
the linear natureof texts asin the centeringthe-
ory (Kameyama,1986;Walkeretal., 1994).Con-
sidering that choice of referring expressionsis
in itself a quite large issue, we have beenex-
ploring it separatelyfrom this paraphrase-based
exploration (Hashimoto,2001). We will not go
into the detail here,sincewe have so far imple-
mentedonly thefollowing well-known constraint
andpreferencdor the experiment.

Constraint 4.1 If two neighboringsentences
have differenttopics(themes)thetopic of thefol-
lowing sentencehouldnot be omitted.

Preference 4.1 If two neighboringsentences
sharethe sametopic (theme) thetopic of thefol-
lowing sentenceés preferredio be omitted.

6 A preliminary experiment

We conducteda preliminary experimentto test
the hypotheticalmodel describedn the lastsec-
tion. For the testset, we used133 positive and
227 nggative derivative instancesassociateavith
100sourcenstanceshatwererandomlysampled
from the training setwe usedfor the model de-
velopment. This experimentwas thus a closed
test(For opentesting,we are currently planning
to createa new large-scaletest set by employ-
ing several subjects). We thenimplementedthe
cohesvenessevaluationmodule, which was de-
signedto apply the abore-mentionecconstraints
andpreferenceso a givenparaphrasgroup.

For the performanceavaluation,we first tested
the validity of the constraintsby investigating
how correctlythey candiscriminatebetweerpos-
itive andnegative instances.The resultis shovn
in Tablel1, wheretherecallis the ratio of thein-
stanceghat the systemcorrectlyjudgedpositive
(116instances}o all the positive instanceg133
instances)whereasheprecisionis theratio of the
instanceshatthesystencorrectlyjudgedpositive
(116instancesjo all theinstanceghatthesystem
judgedpositive (155instances).

Our error analysisrevealedthat, amongthe 39
casewherethe systemmissedrejectinganinco-
hesie instance 16 casesveresimply dueto the
inadequag of knowledgeaboutcopulatvization
and anaphora/ellipsisyhich we have not fully
treatedyetandwill copewith in thenext research
step. Taking this into account,althoughour ex-
perimentis so far a closedtest, the result can
be consideredo prove thatour paraphrase-based
empiricalapproachs reasonablyromising,or at
worstworth proceedindurther.

Next we evaluatedheperformancef the pref-
erencedor ranking the positive instances. The
resultis shovn in Table 2, wherewe countonly
the caseswhere a paraphrasegroup had more
thanonepositive instancehatsatisfyall thecon-
straints. “completé denoteghe casesvherethe
ranking given by the systemcompletelyagreed
with the ranking by the humanjudges,whereas
“best denoteghe casesvherethe systemagreed



with the humanat leaston the best-rankedn-
stance.This resultis alsoencouragingalthough
the scaleis still too smallto supportary statisti-
cally verified conclusion.

Table 1: The discriminationperformanceof the
constraints

humanjudgment total
positive negative
systempositive 116 39 155
systemnegative 17 188 205
recall 87.2%
precision 74.8%

Table 2: The rankingperformanceof the prefer
ences

agreed disagrd total accurayg
complete 26 11 37 70.3%
best 35 2 37 94.6%

7 Conclusion

We armguedthattheNLG technologiedor thegen-
erationof structuralparaphrasesan be usedto
create cohesion-ariant parallel corporaat rea-
sonablecost. Such corporawould contain di-
versetext variantsassociateavith the samecon-
tents, some of which are cohesve (i.e. posi-
tive), while someof which arenot (i.e. negative).
Having negative instancesesidespositive ones
is expectedto facilitate empirical acquisitionof
declaratve andthusreusableonstraint@ndpref-
erence®n local cohesveness.
Wealsodescribeaur pilot casestudy in which
we adoptedthe particulartype of paraphrasing
that separates relative clausefrom a sentence,
andreportedthe resultsof a preliminary experi-
ment. We thenreportedour preliminary experi-
ment. The resultswe have so far obtainedseem
to us encouraging. The scaleof the experiment
is still too smallto derive ary statisticallyverified
conclusion. To the bestof our knowledge,how-
ever, therehave beenvery few worksin the NLG

literaturewhich hadpresentedry experimenton
cohesve device choiceof evensuchascale.

Aiming at the substantialscaling up of this
study we arecurrentlydevelopinga moresophis-
ticatedcomputationaérvironmentfor paraphras-
ing and taggingto maximally reducethe man-
ual cost. It is designedalsoto realize otherdi-
versetypesof paraphrasing.Oncea suficiently
large cohesion-ariantparallelcorpusis obtained,
it will be highly worthwhile to apply machine
learningtechniques. The needto conductopen
testsis alsoobvious.

A sufficiently comprehensie modelfor cohe-
sivenessevaluation being acquired,it would be
applicableto variousNLP taskssuchastransla-
tion, summarizationandtext simplification. Our
work will alsobedirectedto theincorporationof
suchamodelinto the Japanestext simplification
systemwe arecurrentlydeveloping,which is de-
signedto assistcongenitallydeaf readers(Inui,
2001).
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