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Abstract

One of the particular characteristics
of text classificationtasksis that they
presentlarge classimbalances.Sucha
problemcaneasilybetackledusingre-
samplingmethods.However, although
theseapproachearevery simpleto im-
plement,tuning them most effectively
is not an easy task. In particular
it is unclearwhetheroversamplingis
moreeffective thanundersamplingnd
which oversamplingor undersampling
rateshouldbeused.This papempresents
a methodfor combining different ex-
pressionof the re-samplingapproach
in amixtureof expertsframevork. The
proposedcombinationrschemaes evalu-
atedonaveryimbalancedgubsebdf the
REUTERS-21578ext collectionandis
shavn to be very effective on this do-
main.

1 Intr oduction

A typical use of Machine Learningmethodsin
the contet of NaturalLanguageProcessings in
the domainof text classification. Unfortunately
several characteristicspecificto text datamake
its classificatiora difficult problemto handle.In
particular thedatais typically highly dimensional
andit presents large classimbalanceij.e., there,
typically, arevery few document®n the topic of
interestwhile texts on unrelatedsubjectsabound.
Furthermorealthoughlarge amountsof texts are
availableon line, little of themarelabeled. Be-
causethe classimbalanceproblemis known to
negatively affect typical classifiersand because
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unlabeleddatahave no placein conventionalsu-
pervisedlearning,using off-the-shelfsupervised
classifiersis likely not to be very successfuin
the context of text data. It is, instead,recom-
mendedo devise a classificatiormethodspecifi-
cally tunedto thetext classificatiorproblem.
The purposeof this studyis to target someof
the characteristicof text datain the hopeof im-
proving theeffectivenesf theclassificatiorpro-
cess. The topics of finding a good representa
tion for text dataand dealingwith its high di-
mensionalityhave beeninvestigatedpreviously
with, for example theuseof Wordnete.g.,(Scott
& Matwin, 1999)] and SupportVectorMachines
[e.g.,(Joachims1998)],respectiely. Wewill not
be addressingheseproblemshere. The question
thatwe will tacklein this papery instead,is that
of dealingwith the classimbalance,and,in the
procesf doingso, thatof finding away to take
adwantageof the extra, albeit, unlabelecdatathat
areoftenleft unusedn classificatiorstudies:
Several approachesave previously beenpro-
posedto dealwith the classimbalanceproblem
includingasimpleandyetquiteeffective method:
re-samplinge.g., (Lewis & Gale,1994), (Kubat
& Matwin, 1997),(Domingos,1999)]. Thispaper
dealswith the two differenttypesof re-sampling
approachesmethodsthat oversamplethe small
classin orderto make it reacha sizecloseto that
of thelarger classandmethodghatundesample
the large classin orderto male it reacha size
closeto that of the smallerclass. Becauset is
unclearwhetheroversamplingis more effective
than undersamplingand which oversamplingor
undersamplingateshouldbe usedwe proposea

INote,however, thatunlabeleddatais notalwaysleft un-
usedasin the work on co-learningof (Blum & Mitchell,
1998). As discussedbelan, hawever, our approachwill
male useof theunlabeledlatain a differentway.



methodfor combininganumberof classifierghat
oversampleand undersampldéhe data at differ-
entratesin a mixture of expertsframewnork. The
mixture-of-epertsis constructedn thecontet of
adecisiontreeinductionsystem:C5.0,andall re-
samplingis donerandomly This proposeccom-
binationschemss, subsequent)yevaluatedon a
a subsetof the REUTERS-21578ext collection
andis shavn to bevery effective in this case.

The remainderof this paperis divided into
four sections. Section2 describesan experi-
mental study on a seriesof artificial data sets
to explore the effect of oversamplingand under
samplingand oversamplingor undersamplingat
different rates. This study suggestsa mixture-
of-expertsschemewhich is describedn Section
3. Section4 discusseshe experimentconducted
with that mixture-of-e&perts schemeon a series
of text-classificatiortasksanddiscussesheir re-
sults. Section5 is theconclusion.

2 Experimental Study

We bggin this work by studyingthe effects of
oversampling versus undersamplingand over
samplingor undersamplingtdifferentrates® Al
the experimentsin this partof the paperarecon-
ductedover artificial datasetsdefinedoverthedo-
main of 4 x 7 DNF expressionswherethe first
numberrepresentshe numberof literals present
in eachdisjunctandtheseconchumberrepresents
the numberof disjunctsin eachconcepf We
usedan alphabetof size 50. For eachconcept,
we createda training setcontaining240 positive
and6000negyative examples.In otherwords,we

2Throughoutthis work, we considera fixed imbalance
ratio, afixednumberof trainingexamplesandafixeddegree
of conceptcompleity. A thoroughstudyrelatingdifferent
degreesof imbalanceratios, training setsizesand concept
difficulty waspreviously reportedn (Japlowicz, 2000).

SDNF expressionavere specifically chosenbecauseof
their simplicity aswell astheir similarity to text datawhose
classificationaccurag we are ultimately interestedin im-
proving. In particular like in the caseof text-classification,
DNF conceptsof interestare, generally representechy
much fewer examplesthan there are counterexamplesof
theseconcepts.especiallywhen 1) the conceptat handis
fairly specific;2) thenumberof disjunctsandliteralsperdis-
junctgrows larger; and3) the valuesassumedby theliterals
aredravn from a large alphabet. Furthermorean impor
tantaspecif conceptcomplity canbe expressedn sim-
ilar waysin DNF andtextual conceptssinceaddinga new
subtopicto a textual conceptcorrespondso addinga new
disjunctto a DNF concept.
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Figurel: Re-SamplingrersusDownsizing

createdanimbalanceratio of 1:25in favor of the
negatie class.

2.1Re-SamplingversusDownsizing

In this partof our study threesetsof experiments
wereconductedFirst, we trainedandtestedC5.0
on the 4x7 DNF 1:25 imbalanceddatasetsjust
mentioned. Secondwe randomlyoversampled
the positive class,until its size reachedhe size
of the neggative class,i.e., 6000 examples. The
addedexampleswere straightcopiesof the data
in theoriginal positive classwith nonoiseadded.
Finally, we undersampledhe negative classby
randomly eliminating datapoints from the neg-
ative classuntil it reachedhe sizeof the positve
classor, 240 datapoints. Here again,we used
a straightforvard randomapproachior selecting
the pointsto be eliminated.Eachexperimentwas
repeated0timeson different4x7 DNF concepts
andusingdifferentoversampledr removed ex-
amples. After eachtraining session,C5.0 was
testedon separatdesting setscontaining1,200
positve and1,200neyative examples. The aver
ageaccurag resultsarereportedn Figurel. The
left sideof Figurel shavs theresultsobtainedon
the positive testingsetwhile its right sideshavs
theresultsobtainedon the negative testingset.

As can be expected,the resultsshav that the
numberof false neggatives (resultsover the pos-

4(Estabrooks2000) reportsresultson 4 other concept
sizes. An imbalancedatio of 1:5 wasalsotried in prelim-
inary experimentsand causeda loss of accurag aboutas
large asthe 1:25ratio. Imbalancedatiosgreaterthan1:25
were not tried on this particularproblemsincewe did not
wantto confusetheimbalanceproblemwith the smallsam-
ple problem.



itive class)is a lot higher than the number of

falsepositives(resultsoverthenegative class) As

well, theresultssuggesthatbothnaive oversam-
pling andundersamplingrehelpful for reducing
the error causedby the classimbalanceon this

problemalthoughoversamplingappearsnoreac-
curatethanundersampling.

2.2.Re-Samplingand Down-Sizing at various
Rates

In orderto find out whathappensvhendifferent
samplingratesare used,we continuedusingthe
imbalanceddatasetsof the previous section,but
ratherthan simply oversamplingand undersam-
pling themby equalizingthe size of the positive
andthe negative set,we oversampledandunder
sampledhemat differentrates.In particular we
dividedthedifferencebetweerthesizeof thepos-
itive andnegative trainingsetsby 10 andusedthis
valueasanincremenin ouroversamplingandun-
dersamplingexperiments.We choseto make the
100% oversamplingrate correspondo the fully
oversamplediatasetsof the previous sectionbut
to make the90%undersamplethtecorrespondo
the fully undersamplediatasetsof the previous
section® For example datasetswith a 10%over
samplingratecontain240 + (6,000 — 240)/10 =
816 positve examplesand6,000negative exam-
ples. Corversely datasetswith a 0% under
samplingratecontain240 positve examplesand
6,000 nggative oneswhile datasetswith a 10%
undersamplingatecontain240positive examples
ande6, 000 — (6,000 — 240)/10 = 5424 neyative
examples. A 0% oversamplingrate and a 90%
undersamplingatecorrespondo thefully imbal-
anceddatasetsdesignedn the previous section
while a 100%undersamplingatecorresponds$o
the casewhereno negative examplesare present
in thetrainingset.

Onceagain,andfor eachoversamplingandun-
dersamplingate,theruleslearnecby C5.0onthe
training setswere testedon testingsetscontain-
ing 1,200positve and 1,200 negative examples.

SNote thatthe usefulnes®f oversamplingversusunder
samplingis problemdependent(Domingos,1999),for ex-
ample findsthatin someexperimentspversamplings more
effective than undersamplingalthoughin mary casesthe
oppositecanbeobsenred.

5This wasdonesothatno classifiewasduplicatedn our
combinationscheme(SeeSection3)

The resultsof our experimentsare displayedin
Figure2 for the caseof oversamplingandunder
samplingrespectiely. They representhe aver
agesof 50 trials. Again, theresultsarereported
separatelyor thepositive andthenegative testing
sets.
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Figure2: Oversamplingand Downsizingat Dif-
ferentRates

Theseresultssuggestthat different sampling
rates have different effects on the accurag of
C5.00n imbalanceddatasetsfor both the over
samplingandthe undersamplingnethod.In par
ticular, thefollowing obserationcanbe made:

Oversamplingor undersamplingintil a
cardinal balanceof the two classess
reacheds notnecessarilyhebeststrat-
egy: bestaccuraciesrereachedefore
thetwo setsarecardinallybalanced.

In more detalil, this obseration comesfrom the
fact that in both the oversamplingand under
samplingcurvesof figure 2 the optimal accurag
is not obtainedwhen the positive and the neg-
ative classeshave the samesize. In the over
samplingcunes,whereclassequalityis reached
at the 100% oversamplingrate, the averageer
ror rate obtainedon the datasetsover the posi-
tive classat that point is 35.3% (it is of 0.45%
overthenegative class)whereagheoptimalerror
rateis obtainedat a samplingrate of 70% (with
an error rate of 22.23%over the positve class
andof 0.56%over the negative class).Similarly,
althoughlesssignificantly in the undersampling
cunes,whereclassequalityis reachedtthe 90%
undersamplingatée, the averageerror rate ob-

"Thesharpincreasén errorratetakingplaceatthe 100%



tainedatthatpointis worsethanthe oneobtained
atasamplingrateof 80%sincealthoughtheerror
rateis thesameoverthepositive clasg(at38.72%)
it wentfrom 1.84%at 90%oversamplingpverthe
negative classto 7.93%8

In general,it is quite likely that the optimal
samplingratescanvary in a way that might not
be predictablefor variousapproachesind prob-
lems.

3 The Mixtur e-of-ExpertsScheme

Theresultsobtainedin the previous sectionsug-
gestthatit might be usefulto combineoversam-
pling and undersamplingrersionsof C5.0 sam-
pledat differentrates.Ontheonehand,thecom-
binationof the oversamplingand undersampling
stratgies may be useful given the fact that the
two approachearebothusefulin the presencef
imbalancedatasets(cf. resultsof Section2.1)
andmaylearna sameconceptn differentways?®
On the otherhand,the combinationof classifiers
usingdifferentoversamplingand undersampling
ratesmay be usefulsincewe may not be ableto
predict,in advance which rateis optimal (cf. re-
sultsof Section2.2).

We will now describethe combinationscheme
we designedto deal with the classimbalance
problem.This combinationschemewill betested
on asubsebf theREUTERS-21578ext classifi-
cationdomain?

3.1 Architecture

A combination schemefor inductive learning
consistsf two parts. On the onehand,we must
decidewhich classifierswill be combinedandon

the otherhand,we mustdecidehowtheseclassi-
fierswill be combined.We begin our discussion
with a descriptionof the architectureof our mix-

ture of expertsscheme.This discussiorexplains

undersamplingointis causedy the factthatat this point,

no negative examplesarepresenin thetrainingset.
8Furtherresultsillustrating this point over differentcon-

ceptsizescanalsobefoundin (Estabrooks2000).

%In fact, further resultscomparingC5.0’s rule sizesin
eachcasesuggesthat the two methods,indeed,do tackle
theproblemdifferently[see,(Estabrooks2000)].

°This combinationschemewas first testedon DNF ar-
tificial domainsandimproved classificationaccurag by 52
to 62% over the positive dataand decreasedhe classifica-
tion accurag by only 7.5to 13.1%over the negative class
ascomparedo theaccurayg of asingleC5.0classifier See
(Estabrooks2000)for moredetail.

which classifiersare combinedand gives a gen-
eralideaof how they arecombined.Thespecifics
of ourcombinationschemearemotivatedandex-
plainedin the subsequergection.

In orderfor a combinationrmethodto be effec-
tive, it is necessaryor thevariousclassifierghat
constitutethe combinationto make differentde-
cisions(Hansen1990). The experimentsn Sec-
tion 2 of this papersuggestthat undersampling
and oversamplingat differentrateswill produce
classifiersable to malke different decisions,in-
cludingsomecorrespondingdo the “optimal” un-
dersamplingr oversampling-atesthat could not
have beenpredictedin adwance. This suggests
a 3-level hierarchicalcombinationapproachcon-
sistingof theoutputlevel, whichcombineghere-
sultsof the oversamplingand undersamplingx-
pertslocatedattheexpertlevel, whichthemseles
eachcombinethe resultsof 10 classifierdocated
attheclassifierlevel andtrainedon datasetssam-
pled at differentrates. In particular the 10 over
samplingclassifiersoversamplethe dataat rates
10%, 20%, ... 100% (the positive classis over
sampleduntil thetwo classesreof thesamesize)
and the 10 undersamplingclassifiersundersam-
ple the nggative classat rate 0%, 10%, ..., 90%
(the negative classis undersampledntil the two
classesreof the samesize). Figure3 illustrates
the architectureof this combinationschemethat
wasmotivatedby (Shimshoni& Intrator 1998)s
IntegratedClassificatiorMachine!!

3.2 Detailed Combination Scheme

Ourcombinatiorschemes basedntwo different
facts:

Fact#1: Within a single testing set, different
testingpointscouldbebestclassifiedby dif-
ferentsingle classifiers. (This is a general
factthatcanbetruefor ary problemandary
setof classifiers).

Fact#2: In classimbalanceddlomainsfor which
the positive trainingsetis smallandtheneg-
ative training setis large, classifiersendto
make mary false-ngative errors. (This is

"However, (Shimshoni& Intrator, 1998)is a generalar-
chitecture. It wasnot tunedto the imbalanceproblem,nor
did it take into consideratiorthe useof oversamplingand
undersamplindo inject principled varianceinto the differ-
entclassifiers.
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a well-known fact often reportedin the lit-
eratureon the class-imbalanceroblemand
whichwasillustratedin Figurel, above).

In orderto dealwith thefirst fact, we decided
not to averagethe outcomeof different classi-
fiersby letting themvote on a giventestingpoint,
but ratherto let a single “good enough”classi-
fier make a decisionon that point. The classi-
fier selectedor a single datapoint needsnot be
the sameasthe one selectedor a differentdata
point. In generalletting a single,ratherthansev-
eral classifiersdecideon a datapointis basedon
theassumptiorthattheinstancespacemay bedi-
videdinto non-overlappingareasgachbestclas-
sified by a differentexpert. In sucha case,av-
eragingtheresultof differentclassifieranay not
yield the bestsolution. We, thus, createda com-
binationschemehatallowed single but different
classifiergo make a decisionfor eachpoint.

Of course suchanapproactis dangerougiven
thatif thesingleclassifierchoserto male adeci-
sion on a datapoint is not reliable, the resultfor
this datapoint hasa goodchanceof beingunreli-
ableaswell. In orderto preventsucha problem,
we designedan elimination proceduregearedat
preventing ary unfit classifierpresentat our ar
chitectures classificatiorlevel from participating
in the decision-makingprocess.This elimination
programrelieson our secondactin thatit invali-
datesary classifiedabelingtoomary examplesas
positive. Sincethe classifiersof the combination
scheméiave atendenyg of beingnaturallybiased
towardsclassifyingthe examplesasnegative, we
assumehata classifiermakingtoo mary positive
decisionis probablydoingsounreliably

In more detail, our combinationschemecon-
sistsof

e acombinatiorschemeppliedto eachexpert
attheexpertlevel

e acombinationschemeappliedat the output
level

¢ aneliminationschemeappliedto the classi-
fier level

The expert and output level combination
schemeausethe samevery simple heuristic: if
oneof the non-eliminatectlassifiersdecideghat
anexampleis positive, sodoesheexpertto which
this classifietbelongs.Similarly, if oneof thetwo
expertsdecidegbasednits classifiers'decision)
that an exampleis positive, so doesthe output
level, andthus, the exampleis classifiedas pos-
itive by theoverall system.

The elimination schemeusedat the classifier
level usesthe following heuristic: the first (most
imbalancedyandthe last (mostbalancedxlassi-
fiers of eachexpert are testedon an unlabeled
dataset. The numberof positive classifications
eachclassifiermakeson the unlabeleddatasetis
recordedand averagedand this averageis taken
asthe thresholdthat noneof the expert’s classi-
fiers mustcross. In otherwords, ary classifier
that classifieamore unlabeleddatapointsaspos-
itive thanthe thresholdestablishedor the expert
to which this classifierbelongsneedsto be dis-
cardedt?

It is importantto notethat, at the expert and
output level, our combinationschemeis hea-
ily biasedtowardsthe positive undefrepresented
class. This was doneas a way to compensate
for the naturalbiasagainsthe positive classem-
bodiedby theindividual classifierdrainedon the
classimbalanceddomain. This heary positve
bias, hawever, is mitigated by our elimination

12Becausaolabelsarepresentthistechniqueconstitutes
an educatedyuessof what an appropriatehresholdshould
be. This heuristicwastestedin (Estabrooks2000)on the
text classificationtask discussedelov andwas shavn to
improve the system(over the combinatiorschemeanot using
this heuristic)by 3.2%whenmeasureccordingto the F;
measure.36%whenmeasuredccordingto the F> mea-
sure,and5.73%whenmeasuredccordingto the Fy 5 mea-
sure. Seethe next section,for a definition of the Fg mea-
suresput notethatthe higherthe Fiz value,thebetter



schemewhich strenuouslyeliminatesary classi-
fier believedto betoo biasedtowardsthe positive
class.

4 Experimentson a Text Classification
Task

Our combinationschemewastestedon a subset
of the 10 top categyoriesof the REUTERS-21578
DataSet.Wefirst presenainoverview of thedata,
followedby theresultsobtainedby ourschemen
thesedata.

4.1 The Reuters-21578ata

The ten largest catgyories of the Reuters-21578
datasetconsistof the documentsncludedin the
classe®f financialtopicslistedin Tablel:

| Class. | DocumentCount |

Earn 3987

ACQ 2448
MoneyFx 801
Grain 628
Crude 634
Trade 551
Interest 513
Wheat 306
Ship 305
Corn 254

Tablel: Thetop 10 Reuters-21578atajories

Severaltypical pre-processingtepswveretaken
to preparethe datafor classification. First, the
datawasdivided accordingto the ModApte split
which consistsof consideringall labelleddocu-
mentspublishedbefore04/07/87astraining data
(9603 documents, altogether)and all labelled
documentgpublishedon or after04/07/87astest-
ing data(3299documentsltogether).The unla-
belleddocumentgepresen8676documentand
wereusedduringthe classifiereliminationstep.

Secondthe documentsveretransformednto
featurevectorsin several steps. Specifically all
the punctuationand numberswere removed and
the documentsverefiltered througha stopword
list'3. The wordsin eachdocumentwere then

13The stopword list wasobtainedat:

http://www.dcs.gla.ac.uk/idom/itesources/
linguistic_utils/stop-words.

stemmedisingthe Lovins stemmet* andthe 500
mostfrequentlyoccurringfeatureswere usedas
the dictionaryfor the bag-of-word vectorsrepre-
sentingeachdocuments? Finally, the dataset
was divided into 10 conceptlearning problems
whereeachproblemconsistedf a positve class
containing100 examplessampledfrom a single
top 10 Reuterstopic classand a negative class
containingthe union of all the examplescon-
tainedin the other9 top 10 Reutersclasses.Di-
viding the Reutersmulti-classdatasetinto a se-
ries of two-classproblemsis typically donebe-
causeconsideringthe problemasa straightmul-
ticlass classificationproblem causesdifficulties
dueto the high classoverlappingrate of the doc-
uments,i.e., it is not uncommornfor a document
to belongto several classesimultaneously Fur
thermore althoughthe ReutersDatasetcontains
morethan100examplesin eachof its top 10 cat-
egories(seeTable 1), we found it morerealistic
to usearestrictechumberof positive examplest®
Having restrictedthe numberof positve exam-
plesin eachproblem.,it is interestingto notethat
the classimbalancesin theseproblemsis very
high sinceit rangesfrom an imbalanceratio of
1:60 to one of 1:100in favour of the negative
class.

4.2 Results

Theresultsobtainedby our schemeon thesedata
were pitted againstthose of C5.0 ran with the
Ada-boostoption!’ The resultsof theseexper

“The Lovins stemmer was obtained from:
ftp://n106.isitokushima-u.ac.ip/pub/IR/Iteratedvirs-
stemmer

15 dictionary of 500 wordsis smallerthan the typical
numberof wordsused(see,for example,(Scott& Matwin
1999)), however, it was shawn that this restrictedsize did
not affect the resultstoo negatively while it did reducepro-
cessingime quite significantly(see(Estabrook000)).

8Indeed,very oftenin practicalsituationswe only have
accesdo a small numberof articleslabeled“of interest”
whereashuge number of documents‘of no interest” are
available

"0Our schemewas comparedo C5.0 ran with the Ada-
boostoption combining 20 classifiers. This was donein
orderto presenta fair comparisonto our approachwhich
alsouses20 classifiers.It turnsout, however, thatthe Ada-
boostoptionprovidedonly amaginalimprovementover us-
ing asingleversionof C5.0(whichitself compare$avorably
to state-of-the-arapproachefor this problem)(Estabrooks,
2000). Pleasenotethat otherexperimentsusing C5.0 with
the Ada-boostoption combiningfewer or more classifiers
shouldbeattemptedaswell since20 classifiersmightnotbe



imentsarereportedin Figure 4 asa function of
the micro-areraged(over the 10 differentclassi-
fication problems)F;, F, and Fj 5 measuresin
moredetail,the Fg-measures definedas:
B2+1)xPxR
Fp = ( B_;x)lj+f>l<

whereP representgrecisionandR, recall,which
arerespectiely definedasfollows:

P = TruePositives
" TruePositives+FalsePositives
R = TruePositives

~ TruePositives+FalseNegatives

In otherwords, precisioncorrespondso the pro-
portionof examplesclassifiedaspositive thatare
truly positive; recallcorrespond# theproportion
of truly positive examplesthat are classifiedas
positve; the Fz-measureeombineghe precision
andrecall by a ratio specifiedby B. If B = 1,
thenprecisionandrecall areconsideredisbeing
of equalimportancelf B = 2, thenrecallis con-
sideredto be twice asimportantas precision. If
B = 0.5, thenprecisionis consideredo betwice
asimportantasrecall.

BecauselO different resultsare obtainedfor
eachvalue of B and eachcombinationsystem
(1 resultperclassificatiorproblem), theseresults
hadto beaveragedn orderto bepresentedn the
graphof Figure4. We usedthe Micro-averaging
techniguewhich consistsof a straightaverageof
the F-Measure®obtainedin all the problems,by
eachcombinatiorsystemandfor eachvalueof B.
Using Micro-averaginghasthe advantageof giv-
ing eachproblemthesameweight,independently
of thenumberof positive exampleshey contain.

The resultsin Figure4 shav that our combi-
nationschemes muchmore effective thanAda-
booston bothrecallandprecision.Indeed,Ada-
boostgetsan F;, measureof 52.3%on the data
set while our combinationschemegets an F;
measureof 72.25%. If recall is consideredas
twice more importantthan precision,the results
are even better Indeed,the mixture-of-experts
schemeaetsan Fy-measuref 75.9%while Ada-
boostobtainsan F»-measureof 48.5%. On the
other hand, if precisionis consideredas twice
more important than recall, then the combina-
tion schemes still effective, but not aseffective

C5.0-Ada-booss optimalnumberon our problem.

AdaBoost versus the Mixture—of-Experts Scheme

Figure4: Averageresultsobtainedoy Ada-Boost
and the Mixture-of-Expertsschemeon 10 text
classificatiorproblems

with respecto Ada-boossinceit bringsthe Fy 5-
measureon the reduceddatasetto only 73.61%,
whereasAda-Boosts performanceamountsto
64.9%.

Thegenerallybetterperformancalisplayedoy
our proposedsystemwhen evaluatedusing the
Fy-measuraandits generallyworseperformance
when evaluatedusing the Fj 5-measureare not
surprising,sincewe biasedour systemso that it
classifiesmore datapoints as positve. In other
words, it is expectedthat our systemwill cor
rectly discorer new positive examplesthat were
notdiscoreredby Ada-Boostput will incorrectly
label as positive examplesthat are not positive.
Overall, however, theresultsof our approachare
quite positive with respecto both precisionand
recall. Furthermorejt is importantto note that
this methodis not particularly computationally
intensve. In particular its computationcostsare
comparabléo thoseof commonlyusedcombina-
tion methodssuchasAdaBoost.

5 Conclusionand Future Work

This paper presentedan approachfor dealing
with the class-imbalanc@roblemthat consisted
of combiningdifferentexpression®f re-sampling
basedclassifieran aninformedfashion. In par
ticular, our combinationsystemwasbuilt soasto
biasthe classifierstowardsthe positive setso as
counteracthe negative biastypically developed
by classifierdacinga higherproportionof nega-
tive thanpositive examples.The positive biaswe
includedwas carefully regulatedby an elimina-



tion stratgy designedo preventunreliableclas-
sifiersto participaten theprocessThetechnique
was shavn to be very effective on a drastically
imbalancedrersionof a subsebf the REUTERS
text classificatiortask.

Thereare different ways in which this study
could be expandedn the future. First, our tech-
niguewasusedn thecontet of averynaive over
samplingandundersamplingchemelt would be
usefulto applyour schemeao moresophisticated
re-samplingpproachesuchasthoseof (Lewis &
Gale,1994)and (Kubat& Matwin, 1997). Sec-
ond, it would be interestingto find out whether
our combinationapproactcouldalsoimprove on
cost-sensitie techniquepreviously designedFi-
nally, wewouldlike to testour techniqueon other
domainspresenting large classimbalance.
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