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Preface

Linguistically interpreted corpora cover a wide variety of topics in Computational
Linguistics. They are used for developing processing methods and for linguistic investi-
gations, at the word level and the structural level, for speech and language applications,
for syntactic and semantic information, for translation and information retrieval, and
for many other topics. More and more types of linguistic information are annotated in
corpora.

What was started mainly for English is now performed for many other languages. This
allows the transfer of methods previously used for English to other languages as well as
the development of new techniques covering needs of other languages. Having corpora
in many languages allows to develop and identify techniques applicable to a wide variety
of languages. And it allows to adapt to a particular language if necessary.

This workshops aims at bringing together work on linguistic annotation schemes, an-
notation tools, algorithms aiming at automation of annotation, procedures for efficiently
combining human and automatic processes, algorithms aiming at detecting errors and
inconsistencies in corpora, search in copora, and the use of corpora for linguistic inves-
tigations.

We hope that you will enjoy your time in Luxembourg and find this workshop enjoyable
and useful for your work.

Anne Abeille, Department of Linguistics, University Paris 7

Thorsten Brants, Computational Linguistics, Saarland University

Hans Uszkoreit, Computational Linguistics, Saarland University
and German Research Center for Al, Saarbriicken
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Comparing linguistic interpret ation schemes for Engish corpora

Eric ATWELL!, GeorgeDEMETRIOW?, Jom HUGHES,
AmandaSCHIFFRIN, Clive SOUTER, Sean WILCOCK!

1. Schodl of ComputerStudies,University of Leeds, LEEDSLS2 9JT, Entand,;
2: Department of Computer Sciace Universty of Sheffield, SHEFFIELD S1 4DP, Emgland
3:BT Laboratories,Adastal Park, Mattesham Hedh, England
EMAIL: amdgamtager@ss.leeds.acuk

WWW: http:/www.scsleedsac.uk/amalgan/

Abstract

Projed¢ AMALGA M explored a range of Part
of-Speech tagsetsand phrasestructure parsng
schanesused in modern English corpus-based
researchThe PaS-taggng schemes ad parsng
schemesincludesomewhichhavebeen usedfor
hand amotation of corpora or marua post
edting of auomatic taggers or parsers; and
othas which are unedited output of a parsing
progam. Projed ddiverablesnclude

a detailed descripton of each PoStaggng

scheme, andmulti-taggedcorpus;

a “Corpusneutral” tokerization schene;

a family of PoStaggers for 8 Pds-tagsets;

a mehod for“PoStagset caversion”,

asampe of texts pared according to arange

of parsig £hemes. a MultiTreebank;

an Internet service allowing researches

worldwide free access to the above

resourcs, including a simple email-based

metha for PoStaggng any English text

with any or all PoStagset(s
We corclude that the range of tagging and
parsing schemesin use is too varied to allow
ageement on a standird; and tha parer-
evaluaion basedn ‘bracketmatcing’ isunfar
to more sphisicated pasers

1. Introduction

The Internationa ComputerArchive of Modern
and medeval Endish, ICAME, is an
interndional research network focus$ng on
English Corpus Linguisics, including the
collation and linguigtic annotation of Endish
language corpaa, and applications of these
linguisically interpreted corpora ICAME
publishes anannual ICAME Jounal (now in its

24th volume) and holds an annual ICAME
confererce (ICAME’2000, the 19th ICAME
confererce, was hed in Sydney, Audtralia).
Many English Corpus Linguistics projeds
repated in ICAME Journd and elsewtlere
involve grammatical andysis or tagging of
English textgegLeed etal 1983, Atwell 1983
Booth1985, Owen1987, Souter1989a,Berello
et al 1989, O’'Donoghue 1991, Belmore 1991,
Kyto and Voutilainen 1995, Aarts 1996, Qiao
and Huang 1998). Each new project reviewed
existing tagging schemes,and chose which to
adopt and/or adapt.

The project AMALGAM (Automatic Mapping
Among  Lexico-Grammadical ~ Anndation
Modelg) hasexpored a rang of Part-of-Speech
tagsetsand parsng schemesused in ICAME
corpusbased research. The PaStaggng
schames include: Brown (Greere and Rubin
1981), LOB (Atwell 1982 Joharsson et al
1986), pats (man 1986), SEC (Taylor ard
Knowles 1988), POW (Souer 1989b), UPem
(Sartorini 1990), LLC (Eeg-Olofsson 1991),
ICE (Greerbaum 1993), and BNC (Garste
1996). Theparsng sclremesinclude somewhich
have beenused for hard amotationof corpaa
or marual postedting of automaticparsers and
othas which are unedited output of a parsing
program.

2. Defning the PoStagging schemes

ICAME resea&chers hawe used a range of
different PoStagannaation schemesor models
Table 1 shows how an examgde sentece from
the IPSM Corpus (Sutcliffe etal 1996), ‘Select
thetext you wart to proted’, istagged according
to seveal alternative tagging schemes and
vertically aligned.



Table 1. An exanple sentecetagged acording to eigh rival PoStaggng shemes

Br own ICE LL C L OB PARTSPOWSEC UPenn
select VB V (montri mp) VA +OV B a dj M VB VB
th e AT A RT(def) TA A Tla rt DD ATI DT

te xt NN N (com,sin Q) NC N Nnoun H NN NN
you PP SS PRON(ers ) RC P P2pron HP PP2 PRP
want VB V (montr,p res) VA +OVBverb M VB VBP
to TO P RTCLto) PD T Overb | TO TO
protec tVB V (montr,i nfin )VA+OVBv erb M VB VB

P UNC(per)

As Corpus Linguigts, we preferred to see the
tagged corpusas cefinitive of the meaings and
usesof tags in a tagset. We have compiled a
detailed description of each PoStaggng
schame,at acomparable level of detail for each
Corpus amotaion scheame: a list of PoStags
with descrptions and examgde uses from the
sourceCorpus.

We hare also canpiled amulti-taggedcorpus,a
setof sample texts PoS-tagged in parallel with
each PoStagset,and prodread by experts. We
selectel material from three quite different
genres d English (seeTalle2): informalspeech
of Londonteenagyers,from COLT, the Corpus of
London Teenagger English (Anderen and
Sterstrom 1996); prepared speech for radio
broadcass, from SEC, the Spoken Endish
Corpus (Taylor and Knowles1988); andwritten

Table 2. Text source for themulti-taggedcorpus.

Sentences
London teenager speech (COLT) 60
Radio broadcasts (SEC) 60
Softwar e maruals (IPSM) 60
Total: 180

text in softwvare manuds, from IPSM, the
Industrial Parsng of Sdtware Manuds corpus
(Sutcliffe et al 199).

3. A neutral tokenization scheme

An analysisof thedifferert lexica tokenization
rulesused in the souce Corpaahasledusto a
“Corpusheutral” tokenization scheme and
conseqeen adusmentsto the PoStagsetsnour
study to accepg modified tokenization. The
performarce of thetagger could beimprovedby
incorporating bespoke tokenisers for each
scheame, but we have compromised by using
only one for all schemes, to simplify
compaisons. This resuls in errors of the kind
exemgdified in Tabe 3, using examgdesfromthe
POW schene.

Words Average SentencelLength
407 6.8

2016 336

1016 16.9

3439 191

Table 3. Examples where the gandardised tokeizer clashes with a pedfic taggng heme POW)

Tokeniser/ Correct anaysis

Tagge Output in POW corpus
Negatives are/OM n't/OXN arerit/OMN
Enclitics where’sH where/AXWH 's/OM
Possestves  God s/HN GodHN 'sIG

Expressions for/P example/H for-examde/A

have/M to/l have-to/X

(smilarly for set-up, aswell-as, sothat, nextto, Edit/Copy, Drag & Drop, Options.. etc.



4. Themulti-tagger: afamily of PoS-taggers

We trained a pubicly-available machine
learning system, he Biill tagger(Brill, 1993), to
re-tag according to all of the schemeswe are
working with. As the Brill tagger was the sole
auomatic amotatorfor the projet we acheved
gredaer consistency. The Brill systemis first
given a tagged corpus as a training set, from
which it extractsa lexicon and two setsof non-
stochastic rules: contexual, indicatingwhichtag
shoud be chosen in the contextof other tag or
words, and lexical, usedto guess the tag for
wordswhich are not foundin the lexcon. Table
4 shows the modd size gleanad from each

training set,and accuracy of the re-trained Brill

tage on 10,000 wordsfrom the source Corpus.

The mostcommonerrors(as apercentageof al

errorsfor tha scheme),are listedin Table 5.

A more realistic evaluation of tagger accuracy

aaoss a range of text types was derived in

building the multi-tagged corpus after the
outputsof the multi-tagger wereproof-readand
post-edted by expertsin each scheme. Table6

shows he acurag of each taggr for themulti-

tageed corpus. All the tagging schemes
peformed significantly worse on this test

mateial than they did on thér trainingmaterial,

which indicates how non-generic theyare.

Table 4. Model sze andaccuracgy of the re-trained Brill multi-tagger

Tagge Lexicon Context Rules Lexical Rules Accurag %
Brown 53113 215 141 9743

ICE 8305 339 128 90.59

LLC 4772 253 139 93.99

LOB 50382 220 94 95.55

Unix Parts 2842 36 93 95.8

POW 3828 170 109 9344

SEC 8226 206 141 96.16
Upenn 93701 284 148 97.2

Table 5. Themod common P&-taggng erros.

Brown VBN/VBD 14.6% JJINN 4.9% NN/VB 4.2%
ICE V(cop,pres,ercl)/V(intr,presencl) 4.1%ADJ/N(prop,sing)3.1% PUNC(oquo)/PUNC(guo) 2.6%

LLC PA/AC 4.1%
LOB
POW AX/P 4.3% OX/OM 2.9%
SEC TOI/IN 6.3%

P/AX 2.5%

PA/AP 2.7% RD/CD 2.7%
IN/CS 5.8% TO/IN 4.1% VBN/VBD 4%

JJ/RB

5.6% JJVB 4.8%

Table 6. Accuracy found dter manal proof-readng of muli-taggedcorpus

TAGSET TOTAL IPSM60
Brown 94.3 94.3
Upenn 931 91.6
ICE 89.6 87.0
Pats (Unix) 86.7 899
LLC 86.6 86.9
POW 864 87.6

COLT60 SEC60
87.7 95.6
88.7 94.6
853 918
823 86.0
84.3 87.0
87.7 854



5. Mapping betveen tagging <hemes

To re-tag the old parts of speed of a corpus
with a new scheme of anothe, we apdy our
tagcer to just the words of the corpus. This
might appear to be ‘cheding’; but ealier
experiments with devising a set of mapping
rulesfrom one tagset to another (Hughesand
Atwell 1994, Atwell et al 1994, Hughes et al
1995) corcludedthat one-to-mary and mary-
to-mary mapings predominatedover simple
oneto-one (and manyto-one) mappngs,
resultng in more errors than the appaently
naive agproach of gnoring thesource tags.

6. Comparing tagging schemes

The descriptons of eah tagset and
multitagged corpus on our website enalble
corpusbased compaisonsbetwea thetagsets.
Howeve, quantitative meaures are not
straightforward. As a simple metric, consider
the number of tags in the tagset: this is
generally not assimple asit first seens Most
tagsets use tags which are actudly a
combindion of features; this isclearestin ICE
(eg N(com,sing) for singular commonnoun),
but is also implicit in other tagsets (eg LOB
NN is also singularcommonnoun, in contrast
with NNS plural comman noun, and NP
singular prope noun). Qur website listsall the
tagsocaurring in the multitagged corpus, but
thisdoes rot indude rarebut possible feature
combinaionswhich hapgpen notto ocaurinthe
corpus(eglCE hasatag for pluralnumbers(as
in threefifths)whichis not usedin ourcorpus).
Also, Brown and Upem tagsets have some
tags which aretwo ‘basic’ tags combined. In
Brown, thesetags are for endlitic or fused
wordforms (eg 1I'd PPSS4HVD, whaddya
WDT+DO +PPS; in UPem, these &gsare for
words whose andysis is ambiguous or
indeterminate (eg entertaining JJ|VBG =
adective|verb-ing-form).

A generd observation isthattagsetdeveloped
later in time were desgned to be
‘improvements onearlier tagsetsfor exanple,
LOB and URenntag<ets designers ook Brown
as a starting-point. So an informd ranking
based on age (as given by ddfinitive
referenes) is: Brown (Greae and Rubin
1981), parts (man 1986), LOB (Atwell 1982,

Johaxs®n et a 1986), SEC (Taylor and
Knowles 1988), POW (Souter 1989b), UPenn
(Sartorini 1990), LLC (EegOlofsson 1991),
ICE (Greenbaum 1993). The ICE tagsetis the
only one to incorporate explicit features or
subategries, making it more reaily
digestible by nonexpert users informd
feedback from users of our multi-tagger
suggessk that linguists (and otherg find it
easer to use tags like N(com,sing) than NN,
since the division into mgor cateyory and
features in bracketsis moreintuitive. Another
class of users of tagged texts are Machine
Learningreseachers,who wanttagged textto
train a learning algorithm, but want a small
tagsetto redwce the probem space, another
advantageof the ICE tagsetis that it iseasy b
redwce the tagset to major categpries only by
ignoring the bracletedfeaures.

7. A MultiTreebank

The differences between English corpus
amotation schremes aremuch greder between
parsing sctemes for full syntadic structure
amoaotation than they are at word class level.
The following are parss of the sentace
‘Sdect the text yoiwant to protect.’according
to the pasing schemes of several Endish
parsedcorpara or treebanks:

==> ENGCGBankOfEnglish <==

"seled" <*> VIMP VFIN @+RAMAINV
“the" DET CENTRAL ART SG/R. @DN>
“text"N NOM SG @OBJ

'you" PRON PERS NOM SG2PL2 @SUBJ
"want" V PRES-SG3 VFIN @+FMAINV
"to" INFMARK> @INFMARK>

"protect” V INF @-FMAINV

"<$.>"
==>L-ATR<==
[start [sprpdl [sprimel [sc3 [v2

Selet VVIOPTATIVE [nbarql4 [nbad [d1
the_ATd1] [nlatext NNIMESSAGE nld nbar4]
[sdl [nba6 you PPY nba®] |[vbarl [v33
want_VVOMENTAL-ACT [vibarl to_TO [v1
prote¢_VVIHELP v1] vibarl] v33] vbar] sdi]
nbarq14] v2] 3] sprimel] . . sprpdl] sart]



==> LOB-TREEBANK <==

[S[VIVBI[ select VB]V] [NS[ATI[ the JATIJ[NN[
text JNN][FrIN[PP2[ you ]JPPZN][VIVB[ want
IVBIV][TIVI[TO[ to JTOJ[VB[  protet
VBIVi] TIFANSL.[ . 11S]

==> POW <==
ZCL1MSELECT1CNGP2DD THE 2 H

TEXT2QCL 3SNGPHPYOU 3SMWANT 3C
CL41TO4MPROTECT 17.

==> SEC <==

[V Sekd VVO [N the AT text NN1 [Fr[N
you_PPY N][V want_VVO [Tito_TO
prote¢_VVO Ti]V]FN]V] ._.

==> SUSANNE <==

VVO0t Sdect sdect [O[S*[V.V]
AT the be[Ns.0101

NN1n text text .

PPY you you[Fr[Ny:s103.Ny:s103]
VVOv want want [V.V]

YG - - [Ti:0[s1(B.s103]

TO to to [Vi.

VVOt proted proted .Vi]
YG—-
[0101.0101]Ti:0]Fr]Ns:0101]S*]
YF +.- 0]

Thereaetwo main approahesto format : one
word per line, with parsng anrotatins
(ENGCG, SUSANNE), amed at human
prodreaders, to makeit easker to scan parses
and corred errors and tree-structure captued
via lisp-like bracketting (L-ATR, LOB-
TREEBANK, SEC, POW) assuming the
textfile is proces®d by atreeviewing program
for human enduserconsumpgion. The POW
format uses a numeical code capable of
capturing crossng brarches, but in principle
encodes he phrase structure.

Thereis even greaterdiversty in the parsng
schames(and fomatg used in alternative NLP
parsing programs The examge sertence was
adually seledced from a test-set usedat the
Industrial Pasing of Software Manuds
worksh@ (Sutcliffe et al1996); it isoneof the
shorest test sentences, which one might
presumeto be one of the mostgrammaically
straightforward and uncortroversal. The
following are outputs of seweral rival NLP

parsing programs giventhe exanple sentace
to pase:

==> alice <==

FragmentNo.1

>From 0 To 5

(SENT (SENT-MOD (UNK-CAT "Sekd") (NP
(DET "th€") (NOUN "text")))

(SENT (VP-ACT (NP "you") (V-TR "want")) (NP
NULL-PHON)))

FragmentNo. 2

>From5To 7

(SENT-MOD (UNK-CAT "to") (NP 'protect"))

==> despa <==
VB sdect1 --> 8-

DT the 2--> 3[

NN text 3--> 1+ OBJ
PPyou4--> 5" SUB
VBP want 5 --> 3]
TOto 6-->7-

VB protect 7 --> 5-
..8-->0-

==> principar_consituency <==
(S

(VP (Vbar(V (V_NP
(V_NP Sdea)

(NP

(Det the)

(Nbar

(N text)

(CP

Op[1]

(Cbar(IP

(NP (Nbar(N you)))
(Ibar (VP (Vbar (V (V_CP
(V_CPwant)

(CP (CbarIP

PRO

(Ibar

(Aux to)

(VP (Vbar(V (V_NP
(V_NP proteq)
tgl]))))))))))))))))))))))

==> principar_dependency <==

(

(Sekd ~ V_NP *)

(the ~ Det< textspeg
(text ~ N > Seddt compl)
(you~ N < want sulj)
(want ~V_CP >textrel)



(to~ 1 >want ompl)
(protect~V_NP> to pred)
()

)

==> ranlp <==

(VPINP sect

(N2+/DET1a he

(N2-

(N1/INFMOD

(NL/RELMOD1 (NL/N text)

(SITHATLESSREL (Sla (N2+/PRO you) (VP/NP
want TRACE1 E))))

(VP/TO to (VP/NP préed (TRACEL E))))))

==> gxtant <==

Selet thetext youwant to protet.

134 VP 101 Selectsekd INF0 O

134 NP2thethe DET 1 1 2 (ext)DET

134 NP* 2 text text NOUN 2 1 0 6ekd) DOBJ
134 NP* 3 you you PRON 30

134 VP 102 want wat INF 40

134 VP102toto TO B

134 VP 102 proted prote¢ INF 6 1 3 fyou) SUBJ
134--0...70

This senterce is pat of our multi-parsed
corpus or MultiTreebark (Atwell 1996). The
pasing scheme exemplified in  our
MultiTreebank include some with have been
usedfor hard amotationof corpora ormanual
post-edting of automdic parers. EPOW
(O’Donoghue 1991), ICE (Greenbaun 1992),
POW (Sauter 1989ab), SEC (Taylor and
Knowles 1988), and UPenn (Marcus et al
1993).Linguistexpertsin each of thesecorpus
amotation scheneskindly provided us with
their parsings of the 60 IPSM senterces.
Othas are unedted outpu of parsing
progams Alice (Black and Neal 1996),

Carroll/Briscoe Shdlow Paser (Briscee and
Caroll 1993), DESPAR (Ting and Shiuan
1996), ENGCG (Karlson et al 199%,
Voutilainen and Jarvinen1996), Grammatk
(WordPafect 1998), Link (Sleator and
Tempeley 1991, Sucliffe and McElligott
1996),PRINCIPAR (Lin 1994, 1996), RANLP
(Oshorne 1996), SEXTANT (Grefenstett
1996), and TOSCA (Aars etal 1996, Oostdijk
1996). Language Engneering reseachers
workingwith these sysemskindly providedus
with their parsings of the60 IPSM sntences.

The MultiTreebark illustratesthe diversty of
parsing schemes aailable for modern Endish
language corpus amotation. The (EAGLES
1996) guiddinesremgniselayers of syntactic
amotation, which form a hierarchy of
importan@. None of the parsng schenes
included here contains all the layers (a-h, in
Table 7 below). Differert parsersannotatewith
different sulsets of thehierarchy.

7. Webste and e-mail tagging rvice

The multi-tagged corpus, multiTreebank,
taggng scheme definitions and other
documentationare available on our website.
Emadl your English text to amdganmt
tageer@ss.leeds.acuk, and it will be
auomatically processed by the multi-tagger,
and then the outpu is maled badk to you.
Usescan selectany orall of theeightschemes
(Brown, ICE, LLC,LOB, Parts, POW, SEC,
UPenn). Thetagged text is returnel oneemail
reply messge per scheme. A verbose mode
can alo be seleded, which gives the long
name for each tag as well as its shat form in
the autput fle.



Table 7. Evaluaion of MultiTreebark parsesclemes in terms of EAGLES layers of syntactic

amotation :

(a) Bradeting of sgments

(b) Labeling of £gments

(c) Shawing dependency relations

(d) Indicating functond labels

(e) Marking sub-classification of g/ntectic gments
(f) Deep or logical information

(9) Informaion &out therank of asyntadic unit

(h) Spedal syntadic characteristicsof spolen languege

Pase Sheme EAGLES laye
a b c d e f g h Soore

ALICE yes yes no no no no no no 2
CARROLL yes yes no no no no no no 2
DESPAR no no yes no no no no no 1
ENGCG NO NO yes yes yes no no no 3
EPOW yes yes no yes no no no yes 4
GRAMMATIK vyes yes no yes no no no no 3
ICE yes yes no yes yes no no yes 5
LINK no no yes yes no no no no 2
POW yes yes no yes no yes no yes 5
PRINCIPAR yes yes yes no no yes yes no 5
RANLT yes yes no no no yes yes no 4
SEC yes yes no nNo yes no no yes 4
SEXTANT yes yes yes yes no no no no 4
TOSCA yes yes no yes yes yes no yes 6
UPENN yes yes no no no No no no 2

The service hasbeen running since December
1996, and usageis loggedon ou websdte; up to
Decemler 1999, it procesed 19,839 emal
messaggcontainingover 628 megabytesof text.
The most popular schemes are LOB, UPenn,
Brown, ICE, and SEC (in that order), with
relatively little demand for parts LLC, and
POW; this reflectsthe popuarity of the souce
corpora in the Corpus Linguistics commurity.
Apart from obvious uses in linguistic anadysis,
English language teaching and learning, and
teaching Natural Language Proeessng amnd
Artificial Intelligence universty students some
unforeseenapplications have beenfound, e.g in
usingthetagsto aiddata compressionof Engish
text (Teahan1998); and asaguidein the seech
for extraterrestrial intelligence (Elliott and
Atwell 2000, Elliott et al2000).

8. Condlusions

NLP researchrs have not agreed a standard
lexico-grammaical annaation modd for
English, so the AMALGAM project has
investigated a rangeof alternaive schemes. We
have trained a ‘machine learning tagger with
seveaa lexico-grammaical anndation modes,
to enableit to amotate accordingto seveal rival
modern Endish languge corpusPartof-Speech
taggng <hemes.Our main atievementsare:
Sditware: PoStaggerstrained to anrotatetext
according to several rival lexico-grammaical
amotation models,accessible over the Internet
via email.

Data-sets a multi-tagged corpus and multi-
treebank, a corpusof Endish text where each
sentegeis annaated accordng to severalrival



lexico-grammaical amotaion models We
have aso collectedtogetherdefinitions of eight
majorEndish corpusword-taggng schemes. All
are aailabe over he Internet via WWW

We conclude thatthereis still work to be done
onagredng atruly gereric PoStaggng scheme
and thatit is not possible, to map between all
parsing schenes.Unlike the tagging schemes, it
does not make senseto make an application
independent comparative evaluaion. No single
standad can be apdied to all parsng projects
Even the presumed Ilowest commam
denominator, bradeting, is rejeded by some
corpus linguists anddependengy grammaians.
The guiding factor in what is included in a
parsing scheme appeas to be the author’s
theaetical persuasion or the application they
havein mind.
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Abstract

We discuss a syntactic annotation scheme for Chi-
nese text corpora following a dependency-based
framework that admits no intermediate phrasal
nodes and allows no crossing of syntactic depen-
dency links. While one particular approach to syn-
tactic analysis is being followed, dependency anno-
tation facilitates the use of annotated corpora by
followers of other approaches.

1 Introduction

Major linguistic theories like GB/MP (Chomsky,
1986; Chomsky, 1995), HPSG (Pollard and Sag,
1994) and LFG (Bresnan, 1982) agree to represent
syntactic structures in terms of phrase structures,
but disagree about what kinds of phrase structures
should be assigned to the same linguistic expres-
sions. In a project on syntactic annotation of Chi-
nese corpora, we represent syntactic structures in
terms of dependency. !

We follow an approach (Lai and Huang, 1998a;
Lai and Huang, 1999a) to Dependency Grammar
(Tesniére, 1959; Gaifman, 1965; Hays, 1964; Robin-
son, 1970), that requires syntactic dependency to
be single-headed and projective. Unlike Depen-
dency Grammar schools that allow multiple-headed
and non-projective dependency structures (Hud-
son, 1984; Mel’cuk, 1988; Starosta, 1988; Hajicova,
1991), single-headedness and projectivity are main-
tained in a syntactic skeleton, with reference to
which constraints to capture non-projective phe-
nomena in language are anchored. In experimental
implementations (Lai and Huang, 1998b; Lai and
Huang, 1999b) of this approach, projective syntac-
tic dependency structures are generated subject to
the constraints of subcategorization properties of the
words concerned as well as other grammatical con-
siderations. This approach is different from many
works in dependency-based parsing (Hellwig, 1986;
Covington, 1990; Courtin and Genthial, 1998; Bour-
don et al., 1998) in that the relationship between the
governor and all its dependents are immediate and

1The Academica Sinica (Taipei) Chinese treebank and the
LDC Chinese Treebank Project should be noted.
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no intermediate phrasal nodes are necessary. Similar
“flat” syntactic structures have recently been sug-
gested in phrase-structure grammars (Bouma et al.,
1998; Przepidrkowski, 1999).

In preparation for large-scale annotation, we are
carrying out manual syntactic annotation of a small
Chinese legal text corpus. The text is first processed
using a “segmentation” and “tagging” tool (Lai et
al., 1992; Lai et al., 1998). The tokens are then
subjected to morphological analysis to confirm and
adjust word boundaries. Words, as the units that
are operated on in syntactic analysis, form the basis
of an SGML-based annotation scheme. The annota-
tion scheme also recognizes larger parsing units like
phrases and sentences and smaller units like charac-
ters and dictionary entries, which may or may not
coincide with the words.

Following accepted practices of text corpora anno-
tation, the original character sequences of the raw
corpus are preserved as the terminally tagged ele-
ments. This enables recovery from possible errors in
morphological and syntactic analysis. The represen-
tation of syntactic relationships in terms of depen-
dency also facilitates the use of the annotated corpus
by followers of other approaches.

2 Projective dependency syntax
without intermediate phrasal
nodes

2.1 Projective syntactic dependency
skeleton

In Dependency Grammar (Tesniére, 1959), words
are linked to one another by asymmetrical governor-
dependent relationships.  Syntactic dependency
structures are constrained by Robinson (1970) as fol-
lows:

(1) a. One and only one element is indepen-
dent.

b. All others depend directly on some ele-
ment.

c. No element depends directly on more
than one other.



If A depends directly on B and some ele-
ment C intervenes between them (in lin-
ear order of string), then C depends di-
rectly on A or on B or some other inter-
vening element.

Robinson requires that a word should not depend on
more than one word. She also requires that syntactic
dependency structures be projective in the sense that
dependency links should not cross one another.

For example, the projectivity criterion will be vio-
lated if the word te (‘he’) in the Chinese sentence (2)
is considered to depend on the matrix verb ziang
(‘wanted’) and the embedded verb ziao (‘laugh’) at
the same time.

(2)

Ta xiang xiao.

he want laugh

‘He wants/wanted to laugh.’

In Figure 1, the dependency link between ta and ziao
crosses the branch linking the matrix verb ziang to
the root node. This situation is dealt with by sug-

ta xiang xiao

Figure 1: Non-projective syntactic structure

gesting a projective skeleton structure as in Figure 2.
The link between t{a and ziao is severed. The fact

ta xiang xiao

Figure 2: Projective syntactic structure

that ta is the subject of ziao is accounted for by a
specification in the lexical entry of the word ziang:
the subject of ziang is the subject of its predicate
complement ziao. Other non-projective linguistic
phenomena are dealt with similarly by grammatical
constraints defined in terms of the nodes and arcs of
the projective syntactic dependency skeleton.

2.2 Dependency rules
Projective dependency structures can be generated
using Hays’ (1964) dependency rules.

(3) a X(A, B, C, ... %Y ... 7)
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b. X(*)
¢ *(X)

In (3), dependents of the governor X are listed be-
tween a pair of brackets, with the asterisk * indicat-
ing the position of the governor itself.

Hays’ rules have the disadvantage of having
word order (of dependents with the same gover-
nor) built into the rule mechanism. This disadvan-
tage is removed by making dependency rules binary-
branching.

Repeated application of binary-branching depen-
dency rules will over-generate, but subcategorization
properties of the governing word and global gram-
matical constraints of the language will co-operate
to function as a filter and account for the correct
ensemble of dependent elements in the “domain” of
the governor.

In dependency rules, the governor and its place-
holder * are not only of the same type, as in phrase-
structure rewrite rules, but also token-identical. The
result is that a “phrase” is indistinguishable from its
head word, and the ensemble of a head word and its
dependent is a “flat” structure without intermediate
phrasal nodes.

3 Dependency-based annotation
3.1 A small text corpus

We begin with manually annotating a small corpus,
with a plan to scale up with the help of the expe-
rience gained. We use a small corpus of Chinese
text segmented and tagged using a bigram-based
segmentation-tagging tool (Lai et al., 1998). The
corpus is two “chapters” of a statute in an East
Asian Chinese community (Hong Kong). It contains
4797 tokens produced by the segmentation-tagging
tool. Because of its small size, this corpus is stylis-
tically not balanced, which is to be borne in mind.

3.2 SGML-style annotation scheme

The annotation scheme is based on SGML (SGML,
1986). Its design is explained with the help of the
following example:

<pu pi=1>

<mu mi=i wu=1><du tg=hm><cu>"di4"

<wu wi=1 gv=2 fn=nm ct=mx sm='"'seventh'>
<du tg=mx ><cu>"qil"

<wu wi=2 gv=0 ct=ncl sm="chapter'">
<du tg=cnb><cu>'"zhangl"

</pu>

<pu pi=2>

<wu wi=1 gv=0 fn=sub ct=nc mh="de"

sm="contract'>

<du tg=ncd><cu>"he2'"<cu>"yue4"

<mu mi=1 wu=1><du tg=ed><cu>"de"

<wu wi=2 gv=0 fn=sub ct=na sm="form'">
<du tg=nad><cu>'"xing2'"<cu>'"shi4"



</pu>

<pu pi=3>

<wu wi=1 gv=0 ct=mx sm="7.1">
<du tg=mx><cu>7<du tg="."><cu>.
<du tg=mx><cu>1

</pu>

<pu pi=4>

<wu wi=1 gv=0 ct=na sm="form">
<du tg=nad><cu>'"xing2'"<cu>"shi4"

</pu>

<pu pi=5>

<wu wi=1 gv=0 ct=mx sm="7.1.1">
<du tg=mx><cu>7<du tg="."><cu>.

<du tg=mx><cu>1i<du tg="."><cu>.

<du tg=mx><cu>1

</pu>

<pu pi=6>

<wu wi=1 gv=7 fn=sub ct=nc sm="'contract'>
<du tg=ncd><cu>"he2'"<cu>"yue4"

<wu wi=2 gv=5 fn=mks ct=cnj sm="because'>
<du tg=jom><cu>"yin1"

<wu wi=3 gv=5 fn=sub ct=na sm="form">
<du tg=nad><cu>'"xing2'"<cu>"shi4"

<wu wi=4 gv=5 fn=neg ct=adv sm="neg'">
<du tg=bu><cu>"bus"

<wu wi=5 gv=7 fn=ajt ct=vt sm="conform'">
<du tg=vnm><cu>'"he2"

<wu wi=6 gv=5 fn=obj ct=na

sm="stipulation">

<du tg=nad><cu>"guil'"<cu>'"ge2"

<wu wi=7 gv=0 ct=aux sm="can'>
<du tg=ud><cu>"ke3"<cu>'"neng2"

<wu wi=8 gv=7 fn=axo ct=aj sm="invalid'">
<du tg=aod><cu>"wu2"<cu>"xiao4"

<wu wi=9 gv=11 fn=mkc ct=cnj sm="or'">
<du tg=jom><cu>"huo4"

<wu wi=10 gv=11 fn=neg ct=av sm=''neg'">
<du tg=bu><cu>"bus"

<wu wi=11 gv=8 fn=cjt ct=aux sm='can'>
<du tg=um><cu>'neng2"

<wu wi=12 gv=11 fn=axo ct=vt

sm='"carry out">

<du tg=vnd><cu>"1i3"<cu>"xing2"

<wu wi=13 gv=7 fn=pt ct="..">
<du tg=".."><cu>..
</pu>

The terminal text elements, marked by the < cu >
tags, are Chinese (Han) characters in a two-byte en-
coding scheme. They are written in the phonetic
pingyin script in this paper for the benefit of the
reader.

The largest text unit for syntactic analysis shown
here is not the sentence, but the parsing unit
< pu >. There are six such units in the example:
an ordinal numerical phrase, a chapter title, two nu-
meral construction in Arabic numberals, a section
heading, and a one-sentence subsection text.
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The words, as the basic units of subsequent syn-
tactic analysis, play a key role in the annotation
scheme. The semantic glosses of the words are given
in the sm attribute. In general, sub-word morpho-
logical units are contained within the scope of a
< wu > tag. The < du > tag marks dictionary
entries as a sub-word units, which, especially in Chi-
nese, often do not coincide with the words they con-
stitute.

The tags < wu > and < cu > correspond to the
< w > and < ¢ > tags for linguistic segmentation
elements in CES (Ide et al., 1996). The usage of
< mu >, however, is different from that of < m >
in CES. We do not have tags corresponding to < ¢l >
and < phr > in CES. As noted earlier, < pu > can
be a word, a phrase or a sentence.

The < wu > elements have an index attribute
wi to mark their positions within the < pu > unit.
They also have a gv attribute recording the wt in-
dices of their governors. A value of 0 shows that the
word is the head element of the < pu >. The syntac-
tic category of the word is given by the ¢t attribute,
and its relation to its immediate governor is the fn
attribute.

When values are assigned to the gv attribute of
< wu >, care is taken to have Robinson’s “axioms”
of well-formedness (1) observed. Projectivity is en-
sured by checking that the gv value of a word is
neither smaller than that of any words preceding it
in the same < pu > nor greater than that of any
other words following it in the < pu >.

In our annotation scheme, morphemes (mu) are
marked only when they are not adequately covered
by the words and the dictionary entries. When they
morphemes are marked, as in < pu pt = 1 > and
< pu pt = 2 >, they are not marked as constituents
of a wu. This will be explained later in this paper.

4 Basic features of the annotation
scheme

4.1 Preservation of raw text elements

Chinese texts are stored as sequences of “characters”
without explicit word boundary marks. With very
few exceptions, Chinese characters are meaning-
bearing syllables. They may function either as one-
morpheme words or as morphemes that combine to
form words. Unfortunately, Chinese linguists do not
always agree about how a given sequence of char-
acters should be “segmented” in words. It is thus
important that the raw character sequence of the
original text should be preserved for the benefit of
people who do not agree with us.

The basic encoding units of European texts are
the letters of the alphabet. Letters combine to form
words, which are marked off from one another by
white spaces (though sometimes “words” will have
to be combined to form compound words). It is thus



not uncommon for the terminally tagged units of an-
notated European texts to be (lemmatized) words.
This will be fine if the morphological analysis is al-
ways correct, but will make recovery from errors like
mistaking “bake[pasT]” for “bake[PART]” difficult.

In our annotation scheme, punctuation marks are
also preserved and marked as such in our annotation
scheme. Besides providing hints for syntactic and
pragmatic analysis, they also mark off small chunks
of character sequences for the segmentation-tagging
program to operate on.

4.2 Flexibility of parsing units

In Chinese test, as well as in texts in other languages,
the chunk of text that one has to feed into a “sen-
tence” analyzer are often not a sentence. In the
example in the previous section, < pu pi = 1 >,
<pupt=2> <pupt=3> <pupt=4>
and < pu pt = 5 > are all not sentences. In an En-
glish translation of the text, they may be rendered as
Chapter Seven, The Form of a Contract, 7.1, Form,
and 7.1.1 respectively, which should also be treated
as non-sentence parsing units.

Thus, we allow parse units to be anything sug-
gested by the text itself. shown in the example,
they may be words, phrases and, of course, sen-
tences. Parse units form separate domains for the
position indices of their constituent words. Head
words of parse units are not assigned governors of
of their own. Relationships between parse units are
considered to belong to the realm of pragmatics.

4.3 Dependency marking

We do not mark phrase structures. There no brack-
eting as in the PENN Treebank. There are no in-
termediate phrase nodes as in GB/MP, HPSG and
LFG, and the relationship between governor and de-
pendent is always direct. This does not not solve the
problem of different approaches producing different
syntactic structures for the same linguistic expres-
sion, but rather accentuates it in a somewhat posi-
tive sense. This will be discussed in greater detail in
a later section.

5 Morphological complications
5.1

In Chinese, as in all other languages, words may
combine to form larger compounds words. It is often
justified to have compound words listed in our dic-
tionary. Sometimes, however, listing a word formed
from simpler words in a dictionary can be unrealistic
or unreasonable.

The third < pu > in Section 3.2, repeated below,
serves to illustrate this.

Deriving words from dictionary units

<pu pi=3>
<wu wi=1 gv=0 ct=mx sm="7.1">
<du tg=mx><cu>7<du tg="."><cu>.
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<du tg=mx><cu>1
</pu>

The segmentation-tagging program outputs three
“tokens” as candidates for separate words. We ad-
just the word boundaries and group the three char-
acters together to form only one word (< wu >),
which is a kind or numerical label.

We do not consider this an error of the
segmentation-tagging program. Numeral characters
like 7, “” and 1 are dictionary entries that are,
with the helps of marks like the point “.”, capable
of combining transparently to form an infinite num-
ber of words like 7.1, which is not, and cannot all
be, listed in a dictionary. In the example, we mark
the three characters as a word, but also retain the
information that this word is composed from the
three one-character dictionary entries. The gram-
matical information originally attached to the three
constituent “tokens” are retained. They are tagged
as dictionary entries (< du >).

Obviously, word units like 7.1 are also possible
in other languages. Besides, in Chinese and in other
languages, it is sometimes difficult to decide whether
a number of space-separated “words” should com-
bine to form a compound word. In view of this,
dictionary unit tags are a good way to ensure the
usefulness of the annotated corpus.

5.2 Derivational and inflectional affixes

Derivational morphology is encountered in first
< pu > in the example in Section 3.2:

<pu pi=1>

<mu mi=i wu=1><du tg=hm><cu>"di4"

<wu wi=1 gv=2 fn=nm ct=mx sm='"seventh'>
<du tg=mx><cu>"qil"

<wu wi=2 gv=0 ct=ncl sm="chapter'">
<du tg=cnb><cu>'"zhangl"

</pu>

In dijqil, the prefix di4 is attached to the cardinal
number ¢i! (‘seven’) to turn it into an ordinal num-
ber. Like -th and -ieme in English and French, dij
is a bound morpheme in modern Chinese. However,
this prefix is listed as a separate entry in all Chi-
nese dictionaries, and the ordinary native speaker
has difficulty in seeing it as different from “real”
words in the language. Anyway, no graphical hints
are available to distinguish between free and bound
morphemes in Chinese text.

In respect of the rather general practice of the Chi-
nese computational linguistics community to mark
off bound grammatical morphemes like di4 as sep-
arate “words”. affixes are marked as < mu > and
placed immediately under < pu > like < wu >.
However, as we choose to consider affixes as part of
the words to which they are attached, they are not
given an independent position index, and their msz



indices are meaningful only within the scope of the
words to which they are attached. The syntactic
categories and the meanings of the word units are
those of the derived words.

The second < pu > is an example of inflectional
morphology.

<pu pi=2>
<wu wi=1 gv=0 fn=sub ct=nc mh="de"
m="contract">
<du tg=ncd><cu>"he2'"<cu>'"yue4"
<mu mi=1 wu=1><du tg=ed><cu>"de"
<wu wi=2 gv=0 fn=sub ct=na sm="form'">
<du tg=nad><cu>'"xing2'"<cu>'"shi4"
</pu>

Inflectional affixes are dealt with like derivational
affixes. The suffix de is a genitive marker in Chi-
nese. It is marked as an < mu > and is assigned an
mi and assigned an mz index that is only meaning-
ful to the word he2yued (‘contract’). One significant
difference from the treatment of derivational affixes
should be noted. Inflectional affixes do not change
the meanings and syntactic categories of the words
to which they are attached to. To show their ef-
fects as grammatical morphemes, an attribute mh is
added to the stem word units.

5.3 Discontinuous morphological
phenomena

It should be noted that as far as affixes discussed
above are concerned, we could also have them in-
cluded under the < wu > tags of the stems they at-
tach to. The more complicated treatment described
above is in fact motivated by the discontinuous mor-
phological phenomena as shown in the following ex-
amples, which are not attested in our corpus (not
so much because of its small size, but because of its
stylistic bias)

<pu>

<wu wi=1 gv=0 ct=vn mh="perf" sm="have meal'>

<du mu="2" tg=vnm sm="eat'><cu>'"chil"
<mu mi=1 wu=1><du tg=el><cu>"le"

<mu mi=2 wu=1><du tg=ncm sm="meal''><cu>'"fan4"

</pu>
<pu>

<wu wi=1 gv=0 ct=adj mh="dup, de" sm="happy">

<du mu="2" tg=ad><cu>"gaol"
<mu mi=1 wu=1><cu>'"gaol"
<mu mi=2 wu=1><cu>"xing4"
<mu mi=3 wu=1><cu>"xing4"
<mu mi=4 wu=1><du tg=ed><cu>"de"
</pu>

In the first example, an infix le is inserted between
the two characters of the word chilfand. As is com-
mon in computational linguistics research on Chi-
nese, the segmentation program “segments” the text

rather “lemmatize”. It outputs three one-charter to-
kens, which, in Chinese, are all valid dictionary en-
tries. The treatment of le (‘PERF’) is like de, which
is to be expected. The constituent “word” fanj is
separated from its “major” partner chil in the com-
pound word chilfani ("have meal’). It has to be
marked as an < mu > attached to its major partner
(as representative of the whole compound word) in
order not to get into the way of subsequent syntactic
analysis. The meaning of the < wu > is that of the
compound word.

We “lemmatize”, but we take care to make sure
that the original output of the segmentation-tagging
program is recoverable, just in case users of our an-
notated corpus are not happy with our lemmatiza-
tion results.

The second example is even more interesting. The
word is “inflected” form of the two-character dictio-
nary entry gaolzing4 (‘happy’). The morphologi-
cal process of reduplication has been applied, and
each of the two characters is repeated to give a
four-character surface form. As the segmentation-
tagging program does not lemmatize and meddle
with the order in which characters occur, its out-
put is (somewhat erroneously) the four-token se-
quence of gaol gaol zing4 zing4. These charac-
ters are all valid dictionary entries in Chinese them-
selves, but they do not “combine” to form the
word gaolgaolxing4zing4, which is obtained from
gaolzring4 by a kind of reduplication. In our anno-
tation scheme, the four characters are one < wu >
(with a number of < mu >’s attached to it. The
original output of the segmentation program is pre-
served.

6 Problems with sharing
6.1 Incompatible syntactic structures

Syntactic structures produced according to different
theoretical approaches are incompatible. Efforts like
the PENN Treebank has tried to minimize the dif-
ferences by adopting a basic bracketing scheme. But
consider the following example from our corpus:

<pu>

<wu wi=1 gv=4 fn=mks ct=cnj sm="because'>
<du tg=jom><cu>"yini1"

<wu wi=2 gv=4 fn=sub ct=na sm="form">
<du tg=nad><cu>'"xing2'"<cu>"shi4"

<wu wi=3 gv=4 fn=neg ct=adv sm="neg'">
<du tg=bu><cu>"bus"

<wu wi-4 gv=8 fn=ajt ct=vt sm="conform'">
<du tg=vnm><cu>'"he2"

<wu wi=5 gv=5 fn=obj ct=na

sm="stipulation">

<du tg=nad><cu>"guil"<cu>"ge2"

<wu wi=6 gv=8 fn=mkm ct=cnj sm='"then'">
<du tg=jom><cu>"er2"



<wu wi=7 gv=8 fn=neg cat=adv sm='"neg'>
<du tg=bu><cu>"bus"

<wu wi=8 gv=11 fn=ajt ct=aux sm=''can'>
<du tg=um><cu>'"neng2"

<wu wi=9 gv=8 fn=axo ct=vt sm="'carry out'">
<du tg=vnd><cu>"1li3"<cu>"xing2"

<wu wi=10 gv=8 fn=mka ct=de sm="rel'>
<du tg=ez><cu>"zhil"

<wu wi=11 gv=0 fn=sub ct=nc sm='"contract'>
<du tg=ncd><cu>"he2'"<cu>"yue4"

</pu>

Linguists generally agree that the chunk from
<wuwt=1>to < wuwi=>5>1isa “subordinate
clause”. but they may disagree about the internal
structure of the clause. In GB/MP, the subordinat-
ing conjunction yin! ('because’) will be the head of
the tree hierarchy as shown below (unnecessary de-
tails skipped):

(yin1l (xing2shi4 bu4 he2 guilge2))

In HPSG, yinl may be analyzed as a “marker”
or a “preposition” with a sentential complement.
When analyzed as a marker, it will be a dependent
of the verb he2 (’conform’)

((yin1) (xing2shi4) (bu4) he2 (guilge2))

When yinl is analyzed as a preposition, it may be
considered the head of the phrase structure. How-
ever, it has been argued within HPSG that the
preposition is a dependent of the verb he?2.

The position of the subordinating conjunction in
the syntactic structure of a subordinate clause is
thus different depending on the syntactic theory fol-
lowed. In our annotation, yinl is marked as a sub-
ordinating conjunction (¢t = cnj). It is marked as
being governed by the head word he?2, for which it
functions somewhat like a marker in HPSG (Pollard
and Sag, 1994).

As we can obviously not claim impartiality for
our analysis, our use of dependency annotation is
of course not a solution to the problem. However,
clearly indicating the dependency relationships in
the parse structure will accentuate the disagreement.
If the other researcher who wants to use our an-
notated corpus happens to favour an analysis that
gives the same dependency relationships as we have
marked in the annotation, then it will be up to him
to flesh up the dependency structure with interme-
diate phrasal nodes according to his grammatical
formalism. More often, the other researcher will
find that the annotated syntactic structure does not
agree completely with his own opinions, it should
then be easier for him to make the necessary trans-
formations if annotation consists only of skeletal de-
pendencies without the complications arising inter-
mediate nodes.
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6.2 Shareable annotated corpora

It will be in vain for one to attempt to find parse
structures that are universally accepted. What we
can do, and have done, is to label arcs of our parse
structures with the dependency relation names, thus
leaving the hope alive that our parse structures may
be convertible for use by researchers following other
approaches.

While it will be out of our control whether other
researchers will find our annotated corpora useful,
we will be eager to be able to convert linguistic cor-
pora annotated by other researchers for our own use.

Conclusion

We are giving SGML-based syntactic annotation to
a small corpus of Chinese text as a piloting effort
leading to large-scale syntactic annotation. We are
also investigating the potential of importing and
adapting annotated corpora prepared by researchers
following other approaches. With the experience
gained in this pilot effort, we will try to scale up
to annotate a stylistically more balanced corpus. We
also explore the possibility of making use of resources
prepared by other researchers.
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Abstract

The paper reports on a multi-layered corpus of
Itdian, annatated at the syntactic and lexico-
semantic levels, whose development is
suppated by a dedicated software augmented
with an intelligent interface The isae of
evaluating this type of resource is aso
addressed.

Introduction

It is nowadays widely acknowledged that
linguistically annotated corpora have a cucia
theoretical as well as applicative role in Natura
Language Processing. Italian still ladks such a
resource. The paper describes alarge scde dfort
to provide Italian with a multi-level annotated
corpus, the Italian Syntactic-Semantic Tredbank
(henceforth referred to as I1SST). Evaluation o
ISsT is foreseen in the framework of a machine
trandation application. Specifically developed
software, including an intelligent interface,
suppats both annotation and evauation
adivities.

ISST - which represents one of the main actions
of an ongang ltalian nationa project, SI-TAL! -
is developed by a ansortium of companies and
computational linguistics sites in ltaly (see
author's affiliations above). 1], 4] and 5] are in
charge of the annotation, 3 of the design and

1 SI-TAL is a joint enterprise leading towards an
integrated suite of tools and resources for Italian
Natural Languege Processng, funded by the Italian
Ministery of Science axd Reseach (MURST) and
coordinated hy the Consorzio Pisa Ricerche (CPR).
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construction o the anotation software and 4 of
the evaluation of the developed resource
Expeded uses for Isst range from Natura
Language Processing tasks (such as Information
Retrieva, Word Sense Disambiguation,
linguistic knowledge aquisition) to training
(and/or tuning) of grammars and sense
disambiguation systems, to the evauation of
language technology systems. ISST also promises
to contribute to the start up of commercia
systems for Italian processng. Last but not least,
athough annotated corpora are typicaly built
and wsed in research and applicative ntexts,
their potential for teaching purposes has also to
be emphasised; see for instance, their use in the
classroom for teaching syntax a Nijmegen
University (Van Halteren 1997).

The final and tested version o 1sst will be
available in year 2001. Currently, the anotation
phase is darted, based on the linguistic
guidelines and the anoatation software which
have just been released; yet, initial specifications
remain subject to extensons and further
refinements on the basis of feedbad coming
from the awnotation process (e.g. emergence
from the @rpus of linguistic phenomena naot yet
covered bythe specifications).

1

ISST has a three-level structure ranging ower
syntactic and semantic levels of linguistic
description. Syntactic annotation is distributed
over two dfferent levels, namely the constituent
structure level and the functional relations level:
constituent structure is annotated in terms of
phrase structure trees reflecting the ordered

Architecture of 1ssT



arrangement of words and phrases within the
sentence  whereas  functional  annotation
provides a daracterisation of the sentence in
terms of grammatica functions (i.e. subject,
object, etc.). The third level deds with lexico-
semantic annaation, which is caried out herein
terms of sense tagging augmented with ather
types of semantic information. The three
annaation levels are independent of each other,
and al refer to the same input, namely a
morpho-syntactically annatated (i.e. pos-tagged)
text which is linked to the orthographic file with
the text and mak-up d maaotextua
organisation (e.g. titles, subtitles, summary,
body d article, paragraphs). The fina resource
will be availablein XML coding.

The multi-level structure of 1SSt shows two

main novelties with respect to other treebanks:

e it combines within the same resource
syntactic and lexico-semantic annotations,
thus creating the prerequisites for corpus-
based investigations on the syntax-semantics
interface (eg. on the semantic types
asciated with functional positions of a
given predicate, or on  spedfic
subcategorisation properties associated with a
specific word sense);

» it adopts a distributed approach to syntactic
annaation which presents sveral advantages
with resped bath to the representation of the
syntactic properties of alanguage like Italian
(e.g. its highly free onstituent order) and to
the compatibility with a wide range of
approades to syntax.

2 ISSTinput

2.1 Corpuscomposition

ISST corpus consists of about 300,0 word
tokens reflecting contemporary language use. It
includes two different sections: 1) a "balanced"
corpus, testifying general languege usage, for a
total of about 210,000tokens; 2) a specialised
corpus, amounting to 90,000tokens, with texts
belongingto the financial domain.

The balanced corpus contains a selection o
articles from different types of Italian texts,
namely newspapers (La Repulblica and |l
Corriere della Sera) and a number of different
periodicds which were selected to cover a high
variety of topics (politics, economy, culture,
science, hedlth, sport, leisure, etc.). The financia
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corpus includes articles taken from Il Sole-24
Ore. All in al, they cover a 10 year time period
(1985-19%).

2.2 Morpho-syntactic annotation

Syntactic and lexico-semantic annotation takes
as input the morpho-syntactically annotated text.
Morpho-syntadic annotation was previoudy
caried ou at ILC in the framework of the
European projects PAROLE (Goggi et a. 1997)
and ELSNET (Monachini and Corazzari 199%).
The text was automatically tagged; the output
was manually revised by ateam of linguists. The
adopted morpho-syntadic tagset conforms to the
EAGLES international standard (Monachini and
Calzolari 1996).

Annaation at this level involves identification
of morphological words with specification d
part of speech, lemma, and morho-syntactic
features such as number, person, gender, etc.
Morphological wordstypicaly standin a one-to-
one relation with orthographic words with two
exceptions, namely: i) the case of more than one
morphological word which forms part of the
same orthographic word (as in the case of
cliticized words, e.g. damnelo 'givetto_me+it');
ii) the case of more than ore orthographic word
which make up a single morphological word na
otherwise decomposable (as in the case of multi-
word expressions such as ad hoc, al _di_la
'beyond, fino_a'up_to).

3 ISST annotation schemata

3.1 General requirements

The design of each individual annotation schema
underlying I1sST and their interrelations are
intended to fit a list of basic requirements
following directly from the typology of foreseen
uses. They include:

a) usability in both read applications and
research purposes,

b) compatibility with different approaches to
syntax, both dependency- and congtituency-
based, either adopted in theoreticd or
applicative frameworks;

c) applicability on a wide scale, in a wherent
and replicable way;

d) applicability to bah written and spoken
language (this requirement does not apply to
the actual 1SsT but it is foreseen in view of



possible resource extensions to spoken
language data).
Within I1ssr, requirements a) and b are satisfied
by dsdributing the awnotation ower different
levels (mainly for what concerns gy/ntactic
annaation) and, for each level, by factoring aut

different information types according to
different dimensions.
Different strategies are pursued to meet

requirement c). This is achieved at the level of
individual annotation schemes by first providing
wide mverage and cktailed annotation criteria
and then by avoiding as much as possible
arbitrary annotation decisions (i.e. uncertainty
caes are preferably dedt with through
underspecification or disunction over different
interpretations). ¢) has also consequences on the
relationship between different annotation levels:
redundancy is avoided as much as possible; i.e. a
given information type has to be specified only
once at the relevant annotation level (eg.
grammaticd relations sich as subjed and object
are only specified at the functiona level).
Finally, d) is guaranteed by the independence of
syntadic annotation levels: spoken data, which
are typicaly fraught with ellipses, anawmlutha,
syntadic incompleteness and other related
disfluency phenomena @nna be easily
represented in terms of condtituency. By
contrast, the level of functional analysis - which
in 1SST has an independent status - naturally
reflects a somewhat standardised representation,
since it abstracts away from the surface
realisation of syntactic units in a sentence, thus
being relatively independent of disfluency
phenomena and incomplete phrases.

3.2 Syntactic annotation

Most treebanks, currently available or under
construction for different languages, adopt a
unique syntactic representation layer, following
either a wostituency-based approac (see, among
many athers, Marcus et al. 1993,Sampson 1995,
Greenbaum 1996, Sandoval et a. 199) or a
dependency-based one (e.g. Karlsson et 4.
1995, or a hybrid one combining features of
both (e.g. Brants et al. 1999, Abeillé et a. 200Q.
ISST departs from all of them since it adopts a
multi-level structure.

To ou knowledge, the only multi-level treebank
is the Prague Dependency Treebank (PTD,
Bémova et a. 199), but in this case the

20

different annotation levels refer respectively to
a) the surface dependency relations and b) the
underlying sentence structure. By contrast, ISST
adopts a monostratal view of syntax, and thus
bath syntadic annotation levels are rather
intended to provide orthogoral views of the
same surface syntax. These views, though
complementary, are developed independently of
ead other.

This  bi-level approach to  syntactic
representation is particularly suited to deal with
a language like Italian, which alows for
considerable variation in the ordering of
constituents at the sentence level. In fact, by
deawupling functional information from the
constituent  structure, the treatment of word
order variation dces not interfere in any way
with the representation of functional relations,
i.e. the encoding of the latter becomes entirely
separate from the order of contituents in the
sentence.

3.2.1 Constituency annotation

In 1SST, constituency annotation departs from
other congtituency-based syntadic annotation
schemes (e.g. the one aopted in the Penn
Tredbank) in a number of respects, due to: a) the
pealliarities of Italian as a free @nstituent order
language; b) the distributed organisation of
syntactic annatationin ISST.

Congtituency annotation in ISST uses an
inventory of 22 congtituent types (see table
below). Speciadized congtituent names are used
for a number of complements or adjuncts, in
order to help the mapping with functional
annaation.

Const M eaning Classf
type
F sentence structural
SN noun phrase, including its substantial
complements and/or adjuncts
SA adjedival phrase, includingits | lexicd
complements and/or adjuncts
SP prepositional phrase lexicd
SFD prepositional phrase di 'of lexicd
SFDA prepositional phrase da by, lexicd
from'
SAVV adverbial phrase, including its | substantial
complements and/or adjuncts
IBAR verbal nucleus with finite tense | substantial
and all adjoined elements like
cliti cs, adverbs and negation
SvV2 infinitival clause substantial
SV3 participial clause substantial
SV5 gerundive dause substantial




Const M eaning Classdf
type

FAC sentential complement lexicd

FC Coordinate sentence (also lexicd
dli psed and gapped)

FS Subordinate sentence lexicd

FINT +wh interrogative sentence lexicd

FP punctuation marked, lexicd
parentheticd or appositional
sentence

F2 relative dause lexicd

CP dislocaed or fronted sentential | structural
adjuncts

COORD Coordination with lexicd
coordinating conjunction as
head

COMPT Transitive/Passve/Ergative/Re | structural
flexive Complement

COMPIN | Intransitive/Unacaisative structural
Complement

COMPC | Copulative/Predicdive structural
Complement

From the point of view of their relations to
functional labelling, syntactic constituents are
divided upinto two main subgroups (see ©lumn
3 of thetable aove): functional constituents and
substantial  constituents. This  subdivision
reflects theoreticd assumptions which are
derived from the Lexical Functional Grammar
theory. In particular, functional constituents are
internally subdivided into structural constituents
(used to set complements apart) and lexicd
congtituents (headed by a lexicd heal with o
without semantic content). Structural
constituents aso contain F and CP where F has
the task of indicating the caonicd sentential
constituent and CP indicates the presence of
sentential adjuncts, or some discontinuity in the
utterance

At the same time, the fact that in IssT functiond
relations are dedlt with at a distinct level instead
of being defined in terms of constituent
structures alows 1SSt to dispense with empty
elements such as null subjects or traces, thus
making annaation more intelligible. In fact, the
relevant information is rewmvered at the
functional level, through a relation linking the
displaced eement to its head. Therefore,
syntactic phenomena such as pro-drop, ellipsis
as wel as cases of discontinuaus or non
canonical order of constituents (topicalisation,
wh-questions, etc.) are not accounted for in
terms of empty categories and coindexation as
e.g. in the Penn Treebank but rather at the
functional annotation level.
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Constituency annotation of 1SST isworked out in
a semi-automatic way. First, the text is parsed by
a Shallow Parser (Delmonte 1999, 20M) whaose
task is that of building shalow syntactic
structures for each safely reaognizeble
constituent. In uncertainty cases, no attachment
is performed at this stage in order to avoid being
committed to structural dedsions which might
then reveal themselvesto be wrong.In fact, it is
preferable to perform some readjustment
operations after structures have been built rather
than introducing errors from the start. Then, the
output of the shallow parser is manualy revised
and corrected.

3.2.2 Functional annotation

Functional annotation in 1SST is carried out by
marking relations between words belonging to
major lexical classes only (i.e. non-auxiliary
verbs, nows, adjectives and adverbs),
independently of previous identification of
phrasal constituents. Advantages of this choice
include, on the theoretical front, the fad that
ISST can be used as a reference resource for a
wider variety of different annotation schemes,
bath constituency- and dependency-based ones
(Lin 1998. Moreover, on the gplicdive side,
head-based functional annaation is
comparatively easy and "fair" to be used for
parsing evaluation since it overcomes some of
the well-known shortcomings of constituency-
based evauation (see among cathers, Carroll et
al. 198, Sampson 1998 Lin 1998). Last but not
leasst, head-based functional annotation is
naturally i) multi-lingual, as functional relations
probably represent the most significant level of
syntactic anaysis a which cross-language
comparability makes snse, and ii) multi-modal,
since it permits comparable anotation d both
spoken and written language.

FAME (Lenci et a. 1999, 2®0) is the
annaation scheme (originally developed in the
SPARKLE project LE-2111and then revised in
the framework of ELSE LE4-8340) adopted for
functional annotation in I1SST, which has been
revised and integrated to make it suitable for
anndation of unrestricted Italian texts. The
building Hocks of FAME are functiond
relations, further subdvided into dependency
relations and other relation types dealing with
coordination phenomena and clause-internal co-
referential bonds. Only the former are described
below for sake of paper length.



A dependency relation is an asymmetric binary
relation between full words, respectively a head
and a dependent. Each dependency relation is
expressed asfollows:

dep_type (lex_head.<head_features>,
dependent.<dep_features>)

where dep type specifies the reationship
hoding between the lexica head and its
dependent. At this level, either the head o the
dependent can correspond to eliptical material;
this makes it possible to ded with pro-drop
phenomena and other types of dliptica
constructions.

Dep_types are hierarchicdly structured to make
provision for underspecified representations of
highly ambiguows functiond analyses (see
above). The typology d dependency relations,
hierarchicdly organized, is given below.

dependency

subjed complement

modifier argument

predicdive hpredicaive

dired_obed indired_oljed oblique obed

In the propased scheme acrucia role is played
by the features associated with the elements of
the relation, which complement relationa
information. Feaures convey, for instance,
information about the grammaticd word
(preposition or conjunction) which passibly
introduces the dependent in a given relation, or
abou the open/closed predicative function of
clausal dependents (in this way control
informationis also encoded).

Functional annatation in ISST is thus modularly
represented, i.e. it is structured into relational
and feature information, each fadoring aut
different but interrelated facets of functional
annaation. This modular  representation
provides the prerequisites for 1SsT to be used as
a reference annotation scheme which is
compatible with a wide range of theories and
thus mappable onto different syntactic
representation formats (for more details on the
intertranslatability of FAME into cther syntadic
representation formats se Lenci et a. 1999,
2000.
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Annaation at the functional levd is carried out
manually.

3.2.3 Annotation examples

The sketchy description of the syntadic
annadation schemes provided above is
complemented here with annotation examples.
The two ISST syntactic anndation levels, the
constituent structure and the functional ones, are
developed independently; in spite of this fact,
they are strictly interrelated and complement
ead other.

In order to show the peculiarities of the two
annaation levels and their interrelations, let us
consider the Issr annotation d the following
Italian sentence, Giovanni sembra arivare
domani ‘Johnseemsto arrive tomorrow':

=  Constituent structure annotation
f-[ sn-[Giovanni],
ibar-[sembra],
sv2-[arrivare,
savv-[domani]]]

= Functional annotation
sogg (sembrare, Giovanni)
arg (sembrare,

arrivare.<status= aperto>)
mod (arrivare, domani)
sogg (arrivare, Giovanni)

Note that the subject relation holding between
arrivare and Giovanni in the functiona
annaation does not find an explicit counterpart
a the levd of congtituent structure
representation since subject raising is not treaed
at that level.

Depending on the epected uses, the two
annaation layers can be acessed and examined
independently.  However, due to the
complementarity of the information contained in
them, combined views on the developed
resource can also be obtained. For instance
projedion d functional information orto the
constituent structure results as foll ows:

f-[ sh-sogg[Giovanni],

ibar-[sembra],
sv2-arg[arrivare,
savv-mod[domani]]]

where each constituent category is marked,
whenever possible, with a functional tag. Thisis
one of the many posdble combined views which



can be obtained on the Issr syntactically
annaated corpus.

3.3 Lexico-semantic annotation

3.3.1 Basics

The strategy set-up for annotation at this level
takes advantage of two previous experiments of
semantic tagging caried ou a ILC in the
framework of the SENSEVAL initiative (Calzolari
et a., forthcoming) and of the ELSNET resources
task groupactivity (Corazzari et a., 2000).
In 1SST, lexico-semantic annotation consists in
the assignment of semantic tags, expressed in
terms of attribute/value pairs, to full words or
sequences of words corresponding to a single
unit of sense (e.g. compounds, idioms). In
particular, annotation is restricted to nouwns,
verbs and adjedives and correspording multi-
word expressions.

ISST semantic tags convey three different types

of information:

1) sense of the target word(s) in the specific

context: ItaWordNet (henceforth, IWN) is

the reference lexical resource used for the
sense tagging task (CPR et a., 2000. IWN,
developed from the EuroWordNet lexicon

(Alonge @ al. 1998), includes two parts, a

general one and a specidized ore with

financial and computational terminology;
other types of lexico-semantic information
not included in the referencelexical resource,
e.g.for marking d figurative uses;

3) information about the tagging operation,
mainly nates by the human annotator about
problematic annatation cases.

Note that through the taxonomical organisation

of IWN word senses an implicit assignment is

made to the semantic types of the IWN
ontology. In this way, I1SST sense tagging can
also be seen as smantic tagging.

Starting from the assumption that senses do ot

always correspond to single lexicd items, the

following typology of annaation urnts is
identified and dstinguished in ISST:

us. sense units correspondng to singe lexicd
items (either nours, verbs or adjectives);

usc: semantically complex units expressed in

2)

terms of multi-word expressions (e.g.
compounds, support verb constructions,
idioms);
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ust: title sense units corresponding to titles of
any type (of newspapers, bods, shows, etc.).
Titles receive atwo-level annatation: at the
levd of individual comporents and as a
singletitle unit.

3.3.2 Annotation criteria

Each annotation uwnit is tagged with the relevant
sense aacording to IWN sense digtinctions. In
order to meet requirement c) in sedion 3.1
abowe, arbitrary sense asignments, which may
occur when more than one IWN sense gpliesto
the context being tagged, are avoided by means
of underspecification (expressd in terms of
digunction/conjunction over different IWN
Senses).

The other lexico-semantic tags allow to mark:

e a us or usc used in a metaphoric or
methonymic or more generaly in afigurative
sense: eg. la molla di una simile violenza
'the spring d such aviolence where mollais
used in a metaphoric sense. The distinction
between lexicalized and non lexicdized
figurative usages can be inferred from the
asigned IWN sensee non lexicdized
figurative uses are linked to the literal sense;

e a us semantically modified through
evaluative suffixation (e.g. appatamentino
'small flat', concertone 'big concert');

» the semantic type (i.e. human entity, artifact,
ingtitution, location, etc.) of proper nounrs,
gither us (eg. pds 'the pds paty' is
semantically tagged as a 'group’) or usc (e.g.
Corno dAfrica 'the Horn of Africa is
asdgned the sematic type of 'place);

 the usc subtype, e.g. compouwnd (e.g. prestito
obHdigazionario 'loan stock’), idiom (e.g.
mettere i puntini sulle i 'to dot one€'s i's),
suppat verb construction (e.g. dare aiuto 'to
give assistance');

» the ust subtype, i.e. title of an opera (e.g. Il
barbiere di Sviglia), of a newspaper (e.g. La
Nazione) or of something else.

In this way, the anotated corpus provides more

than a list of instantiations of the senses attested

in the reference lexical resource. Through the
added value of this additional information, the
annaated corpus bemmes a repository of
interesting semantic information gang from
tittes and poper nours to non-lexicalized
metaphors, metonymies and  evaluative



suffixation, and in general to nonconventiona
uses of aword.

Finally, naes about the tagging operation are
mainly used to ease and speed upthe annaation
process and its revision: the human annaator
can keep track of problematic cases (e.g. cases
of indistingushable IWN senses, of ambiguows
corpus contexts, etc.). Input of this type may
also be useful for discussion with the team of
IWN lexicographers with a view to prospective
revisions and upating of the lexicd resource
As to the annaation methodology for this level,
in order to ensure that polysemous words and
usc are tagged consistently, the anoatation is
manually performed ‘per lemma and nd
sequentially, that is, word by word foll owing the
text.

3.3.3 Annotation examples

Let us exemplify the anotation strategy
illustrated in the previous sections with a few
semantically tagged corpus occurrences.

An example of an annotated us is given below:
the target word is ferite 'wounds' in the context
curare leferite del mondo 'to cure the wounds of
the world'. In the anotation window, the target
word is assigned the sense number 2; the feature
figurato=metaf marks its metaphoric use in the
specific corpus context.

res s

mre o Ferits

Farwe el mseosndio

uss

fmmpo | & cur di | mmondo | plutioesic

maRApe @ clrard  fa R

Pt
- SeRsc
P |
fapiperre o |
FAiwraciane
FUnarade

MNeme Froprio

..... tar

[le)s] |4

(=10 ]

raiiilla

Annaation of semantically complex units (usc)
is exemplified below for the multi-word
expression esgre all e corde 'to be hard-pressed':

ala pRadmatico | essare | & | cofda

da  dar  prermaiic ara alls  cords
e Llrsitan Sozmardica Complessa E

uss

i

s [
Pt | =]
Commanto |
Tiga [idiomna =]
Flgurats | ;l

Dk | Aannulla |
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The blue box covering the text shows that it has
been marked as a usc; the anotation window
specifies its sense number (1) in IWN and its
type (idiom).

Finadly, an example is given below for title
sense units, or ust. It can be noticed that the
book title Europa 1937 'Europe 1937 is
annaated both a the level of its constituting
words (see Europa) and as a single unit of type
titte of a book (tipo=semiotico). Obvioudly,
sense information daes not apply to ust.

Lae | uga uss
WMol europa 1937 ( pagy. 76, lira
feds  Buropa 937 f poee Fo, bra

E=S Unita Semantica Tilolo

Sumse |nio
et |
Tipo |EETRRTR——— ~ |

annulla_|

4  The multi-level Linguistic Annotation
Tod

The labou intensive annotation task demands
for tools devoted to access efficiently the large
amount of textual data ad the related
annaations. In this perspedive, bah a data
mode and effective graphical representations
are mandatory.

GesTALt is the anndation tod defined for ISST
where an dbject oriented data definition has
been preferred for its flexibility. Specific data
models and graphical representations are defined
so to comply with the different needs of the
three levels of annotation. Building ypon these
data models, level-oriented subsystems are
settled. The tool is adso designed to ease the
control of intra-level and inter-levels coherence

4.1 Thelinguistic data base

The model of linguistic data is designed within
the object oriented formalism. The defined data
are diredly used in the object oriented database
underlying GesTALt. For eah leve of
anndation, a specific container has to be
defined. The system (and its subsystems)
manages a mllection of documents, the @rpus:
this relation is represented in a dass hierarchy.



Moreover, the different level interpretations
aswociated with sentences in the rpus are
modeled respectively viathe classof objects. To
give the flavor of the object modeling of
linguistic structures, we present here the
hierarchy describing constituent annotation (i.e.
the classsynt_int).

Constituency annotation is based on tree
structures where both internal nodes and leaves
are congtituents (const). Leaves are cled basic
constituents  (b_const), while internal nodes
complex constituents (c_const). The resultant
synt_int sub-hierarchy isdepicted in Fig. 1.

Synt_Int

Constituent

| B_Const || C_Const

Fig. 1 Syntactic interpretation

Complex congtituents are llections of
constituents, either basic or complex ones. A
constituency-based syntactic interpretation is
thus the complex constituent representing the
interpretation of the whole sentence This nation
is modeled by the relation between the ¢_const
class and the synt_int classin the hierarchy.

4.2 The visual representation of
annotation
Managing large sentence anotations is

cumbersome. Effective graphical representations
are needed bah for the anotator and the user.
Their aim is to ease the navigation in intricate
information.

Constituency-based annatation schemes are tree
structures. Graphical treerepresentations aim to
ese the user interactions with the tree
structures, i.e. the display, retrieval and upceting
of annotation.

The visual representation defined is a strip tree
(seeFig. 2) which resembles standard bracketed
representations and provides an intuitive and
ey to modfy hierarchicd view of the
constituent structure.
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Fig.2 Sriptree

Functional annatation is visually represented in
terms of graphs, where functional relations are
drawn as arcs linking the head and the
dependent. The insertion/deletion of dliptical
materia is another essential feature of this tod
module.

Finaly, lexico-semantic annotation, which
proceeds per lemma, does not pose specific
representation requirements, while browsing at
this level neads the parall d use of the IWN tool.

4.3 GesTALt architecture

The GesTALt annotation workbench is the
resultant system, constituted by a pod of
cooperative subsystems. The system manages
the linguistic database sketched in section 4.1
and all ows its output in the XML standard.

The system is a suite composed by specific
applications: SNTAS for congtituent annotation;
FunTAS for functional annaation; SemTAS for
lexico-semantic annotation; and ValTAS for
evaluation and corredion d inter- and intra-
level annotations.

FunTAS, SnTAS, and SemTAS are stand aone
applications. The synthesis of the three
subsystems is obtained in ValTAS that need all
the capabilities spread in the subsystems. The
technologies adopted for the development
(objed-oriented design), in conjunction with an
ad-hoc architectural design, allows an easy reuse
of the functionalities developed for the
subsystemsin the global (i.e. ValTAS) system.
The overal GesTALt architedure is own in
Fig. 3 (overled), where components are
represented as boxes, andinteradions as arrows.
The aeding/trandating flow of the object-
oriented database (GestTALt—OODB) is shared
by the subsystems. Informationis extracted from
and injected in XML containers via specific
wrappers (Wrapper-in and Wrapper-out) . The
GestTALt—OODRB is the object oriented database
where the annaation of the different levels is
stored respedively by FunTAS, SnTAS and
SemTAS, together with the morphologicaly
annaated corpus used as input by all annotation
modules.



SinTASGUI
FunTAS SinTAS SemTAS
GUI GUI GUI
FunTAS SinTAS SemTAS ValTAS

| M anager M anager M Anager M anager

\@ [

Annotated Corpus
(XML Files)

M orpho-Analyzed
Corpus (XM L Files)

Fig. 3 GesTALt architecture

Each subsystem, but ValTAS that include dl, is
composed by spedaized comporents. The
graphical user interfaces based on the specific
representations are depicted in the generd
architedure (FunTAS GUI, SnTAS GuUI,
SemTAS GUI and ValTAS GUI, respectively).
Furthermore, the different ways of interaction
with the database impose the design o specid
modules devoted to ad-hoc navigation of the
hierarchy (FUNTAS Manager, SNnTAS Manager,
SemTAS Manager, and Val TAS Manager).

5 Treebank Evaluation

The information stored in ISST, in particular in
the financial corpus, will be used to improve an
automatic Italian-English trandation system,
PeTra Word 2.0°, developed by Synthema and
alrealy on the market.

PeTrais based onthe Logical Grammars ("Slot
Grammars') formalism (McCord 1980, 1989
and is composed of three main comporents. the
Italian language analyser (morphdogic anayser,
monolingua dictionary and syntactic parser), the
transfer component (bilingual dictionary and
structural  transfer rules) and the English
morphaologic generator. We expect to improve:
dictionaries, Italian gr.ammar and transfer rules.

5.1 Changesto thedictionary content

Adding the missing entries. PeTras dictionary
coverage will be enlarged through addition of
missng spedalised entries and through
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improvement of aready contained entries.
Assciated trandations will be added to the
bilingual dictionary.

Inserting new multi-word expressions: the multi-
word expressions annotated in ISST will be
revised and added to the dictionary either in
terms of single entries or of particular
constructions associated with component
words, considering the system constrains.

Improving lexico-semantic hierarchy: by using
lexico-semantic annotation, the semantic-
hierarchicd dictionary structure will be
revised: the semantic attributes are especially
used for the lexical transfer disambiguation.

5.2 AnalysisRules

The airrent grammar has a good coverage (i.e.
88% on urmrestricted texts), but it is likely that
many structures in the 1sST corpus will be
analysed incompletely or incorrectly: the @rpus
is a specidised one ad it may contain
constructions which are not used in standard
Italian. 1ssT will be examined to chedk the
grammar coverage: accessing I1SST on the basis
of functional relations, which correspondto the
dlots, will alow to study the feaures and the
Constituents, in order to determine the possible
structures and encode the proper rules.

The trand ation tests will aso alow to determine
the sentences which are not recognised by the
current grammar: the rules will be modified by
retrieving the “similar” structures contained into
ISST. The acessto ISST will be made through
the sentence being examined in order to dbtain
the two syntactic annotations, study them to
determine the uncovered structure and other
possible annotations of the same type inside the
corpus, and finaly anayse them to decide
whether and how to apply posshble dhanges.

5.3 Transfer Rules

By analysing al of the new elements included
into the aaysis rules and revising the
trand ation tests, the set of rules which forms the
syntactic transfer can be improved.

5.4 ResultsEvaluation

The result validation will be made by comparing
the trandlations of texts in the ISST financia
corpus. These trandations will be obtained
before ad after the system tuning. The
evaluation will verify the improvement obtained.



The software, which will be asupport product
for the evaluator, will alow to interactively
acess to the source text and the related
trandations, and assign a score based on fixed
criteria. The evauation system will aso
automatically evaluate the amount of unknavn
words and not closed trees.
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Where Should Annotation Stop?

Geoffrey Sampson
University of Sussex

ABSTRACT

The paper asks how much structural detail it is reasonable to include in a detailed general-purpose
grammar annotation scheme. | argue that there is no principled answer to that question; even grammatical
distinctions which in genera are clear and linguistically central will often be “distinctions without a
difference” in particular examples. The discipline which offers the closest intellectual precedent for
linguistic treebank-compilation activity, biological systematics, is disanalogous from our work in that

respect.”

Detailed v. skeleton analytic schemes

Any scheme for structural annotation of corpora
must embody decisions about how much detail to
include.

Some groups explicitly aim at “skeleton parsing”,
marking much less grammatical detail than
linguists recognize a language as containing. In
many circumstances, this will be a sensible
strategy. If one's chief goa is to have as large as
possible a quantity of analysed material, from
which reliable statistics can be derived, then
skeleton parsing is more or less unavoidable.
Automatic parsers may be able to deliver skeleton
but not detailed analyses, and human analysts can
produce skeleton analyses quickly. Furthermore,
for some natural language processing applications
skeleton analysis may be al that is needed.

But attention also need to be given to detailed
structural analysis. All the grammar in alanguage,
surely, serves some function or another for users of
the language — it is not just meaningless
ornamentation. There are many diverse potentia
applications for automatic NLP, some of which
have scarcely begun to be developed, and it would
be rash to assume that this or that aspect of

language structure can safely be ignored because it
will never be relevant for any practica NLP
application. If some minor details of structure
might be significant for research in the future, then
the sooner we begin devising standardized, explicit
ways of registering them in our treebanks
(structurally analysed corpora) the better, because
the business of evolving usable, consistent
schemes of structural classification and annotation
isitself achallenging and time-consuming activity.

To draw an analogy from the biological domain,
much of the range of very lively research
developments currently taking place in genetics
and cladistics depends on the fact that biologists
have a detailed, internationally-recognized system
for identifying living species, the foundations of
which were laid down as long ago as the
eighteenth century. Linnaeus and his successors
could not have guessed at the kinds of research
revolving round DNA sequences which are
happening in biology nowadays, but modern
biology would be hampered if their species
identification scheme were not available.

Since the 1980s, my team has been developing a
structural annotation scheme for English (a first
draft of which was published as Sampson (1995))

* This research was supported by the Economic and Social Research Council (UK).
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which aims at rigorous explicitness and maximum
completeness of detail. We have aso been
compiling and circulating treebanks which apply
the scheme to language samples, but the level of
detail of the analytic scheme means that the
treebanks illustrating it are small compared to
some of those nowadays available — we accept this
as a necessary cost of our strategy. To quote the
documentation file of our SUSANNE Corpus
(ftp://ota.ox.ac. uk/ pub/otal public/
susanne/):

The SUSANNE scheme attempts to provide a
method of representing al aspects of English
grammar which are sufficiently definite to be
susceptible of formal annotation, with the
categories and boundaries between categories
specified in sufficient detail that, idealy, two
analysts independently annotating the same text
and referring to the same scheme must produce
the same structural analysis.

Comprehensiveness and rigour of analytic
guidelines are ideals which can never be perfectly
attained, but there is some evidence that the
SUSANNE schemeis recognized as having made a
useful advance; for instance, Terence Langendoen
(President of the Linguistic Society of America)
commented in a review that its “detail ... is
unrivalled” (Langendoen 1997: 600).

If one's am is a comprehensive detailed rather
than skeleton analytic scheme, then a question
which arises and which does not seem to have been
much discussed to date is where to stop. How does
one decide that one has exhausted the range of
grammatical features which are “sufficiently
definite to be susceptible of formal annotation”?

Thetrainability criterion

In practice, one factor that may impose limits on
detail is what it is practical to teach annotators to
mark reliably. Even if an annotation scheme is
limited to <andard, traditional grammatica
categories, it is hard to overestimate the difficulty
of training research assistants to apply it to real-life
language samples in a consistent manner. Some
annotation projects are explicit about ways in
which training considerations shaped their notation

scheme. Meteer et a. (1995), defining the
dysfluency annotation scheme of the Switchboard
Corpus, make remarks such as “annotators were
basically unable to distinguish the discourse
marker from the conjunctive use of so”, “actually
also proved impossible for the annotators to mark
consistently and was jettisoned as a discourse
marker part of the way through”.

But, although what one can and cannot train
annotators to do is obviously an important
consideration in practice, it is hard to accept it as a
principled boundary to detail of annotation.
Sometimes, annotators  failure to apply a
distinction consistently may be telling us that the
distinction is unreal or inherently vague. But there
are certainly other cases where the distinction is
rea enough, and annotators are just not good at
learning it (or a principal investigator is not good
at teaching it). Usualy, leaders of annotation
projects are senior and more linguistically
experienced than the annotators employed by the
projects, so taking trainability as decisive would
mean systematically ascribing more intellectual
authority to the inexpert than to the expert.

Limitsto expert decision-making

In principle, what junior annotators can learn to do
is a secondary consideration, which is likely to
depend on factors such as time available for
training and individua educational background, as
much as on the properties of the language itself.
More scientifically interesting is the fact that
sometimes it seems difficult or impossible to
devise guidelines that enable even linguistic
expertsto classify real-life cases consistently.

If some grammatical distinction is hard for an
expert to draw in amajority of cases, then probably
we would al agree that that distinction is best left
out of our annotation scheme. An example might
be the distinction, among cases of the English
pronoun they, between the original use referring to
plura referents, and the newer use, encouraged
recently in connexion with the “politica
correctness” movement, for a singular referent of
unknown sex. This probably deserves to be called
a grammatical distinction; note for instance that
“singular they” forms areflexive as themself rather
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than themselves, as in the following British
National Corpus examples:

Critics may claim inconsistency, but the person
involved may justify themself by claiming total
consistency. FA9.01713

... the person who' s trying not to drink so much
and beats themself up when they dip back and
get drunk! CDK.02462

(These are not isolated oddities; traditionalists may
be surprised to learn that 23 of the 4124 BNC texts
each contain one or more tokens of the form
themself, which seems quite a high number
considering that singular they is unquestionably far
less frequent than plural they.) But (athough |
have not checked this) it seems likely that in ahigh
proportion of cases where they isin fact being used
for “he or she”, there will be few or no contextua
cues to demonstrate that it is not used with plura
reference — sometimes even for the speaker or
writer it may be intended as nonspecific with
respect to number as well as sex. So | would not
want to add a distinction between singular and
plural they to our annotation scheme, and | imagine
few colleagues would advocate this for general-
purpose linguistic annotation schemes. (If an
annotation scheme is devised for some specialized
purpose, there is obvioudy no saying what
distinctions it may need to incorporate.)

More problematic are the many grammatical
distinctions which can often be made easily, and
which may seem to the linguistic expert (and
perhaps to less expert annotators) rather basic to
the structure of the language, but which in
particular cases may be hard to draw. What
proportion of instances of a distinction need to be
indeterminate, before we regard the distinction as
too artificial to include in our annotation scheme?

Structural ambiguitiesin spoken language

Much of the recent work of my team has dealt with
spoken language (we have been compiling the
CHRISTINE spoken British English treebank,
http://ww. cogs. susx. ac. uk/ users/

geof f s/ RChri stine. htm). Indeterminate
structural distinctions are particularly noticeable in

speech. Rahman & Sampson (2000) drew
attention to a number of cases where distinctions
that are fundamental with respect to written
English turn out to be blurred in the spoken
language. For instance, direct v. indirect quotation
is conceptualy or logically a very clear distinction,
which has considerable human significance
(relating for instance to different kinds of accuracy
obligations on those who quote). In written
English the distinction is made very sharp, not just
through wording but through punctuation. Yet in
spoken English direct v. indirect quotation is not a
yes-or-no distinction at all, but at most a cline.
The language has severa features which mark
material as direct quotation or as reported speech,
but it is common for these features to be mixed, so
that a quotation is more or less direct but not
entirely one or the other. A BNC example
discussed in Rahman & Sampson (2000) was:

well Billy, Billy says well take that and then
he'll come back and then he er gone and pay
that KCJ.01053-5

— where, among the underlined items, the
introductory well, the imperative take, and present-
tense (wi)ll rather than (woul)d point towards
direct quotation, but he (rather than I, referring to
Billy) points towards indirect quotation. In spoken
English, this kind of direct/indirect quotation
ambiguity is so pervasive that it is tempting to see
the digtinction as an artificial, unrealistic one (so
that, in terms of SUSANNE annotation symbols,
no contrast would be maintained between Fn, for
“nominal clause’, and Q for “quotation”) — though
the distinction is so important logically that we did
not take thisline in the CHRISTINE Corpus.

However, structural ambiguities in speech are not
the most significant cases for present purposes.
Applying any annotation scheme to spoken
language inevitably leads to numerous unclarities
caused by the nature of speech rather than the
nature of the scheme. Analysts typically work
from recordings with little knowledge of the
situation in which a conversation occurred or the
shared assumptions of the participants. Often,
patches of wording are inaudible in the recording;
speakers will mis-speak themselves, producing
wording which they would not themselves regard
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as good examples of their language; their “body
language” will be invisible to the analyst; and if
analysts work from transcriptions, even intonation
cues to structure are unavailable. In these
circumstances there will often be doubt about how
to apply even a very limited, skeleton annotation
scheme.

Limitsto written-language analytic r efinement

The real problem relates to unclarities in applying
an annotation scheme to published written
language, where the wording is as well disciplined
as writer and editor can make it, and the only
background assumptions shared by writer and
reader are those common to members of their
society and hence available to annotators too.

Let me illustrate via a range of examples drawn
more or less at random from one written BNC text
which | happened to be working with (in
connexion with our new LUCY project,
http://ww. cogs. susx. ac. uk/ users/

geof f s/ RLucy. ht m ) at the time of writing this
paper. (The sampleis extracted from a novel about
life in the French Foreign Legion. As English
prose, | would judge it to be well-written.)

There are in the first place various passages which
are genuinely grammatically ambiguous, e.g.:

| had set my sights on getting a good position in
training so that | would be sent to the 2éme

Régiment  Etranger de  Parachutistes.
EE5.00933
—isthe so that | ... sequence a constituent of the

sent clause or the getting clause (was being sent to
the Deuxieme Régiment the motive for setting
sights, or the potential result of getting a good
position)?

They were kicked senseless and then handed
over to the Military Police who locked them up
in the roofless regimental prison before they
were handed over to the Colond of the
Regiment for interrogation and questioning.
EE5.00912

— is the before clause part of the locked reative

clause, or is it a congtituent of the then handed
over clause near the beginning (is the handover to
the Colond described as following the prison spell
or as following the handover to the Military
Police)? In both cases, the aternative
interpretations would correspond to different
annotation structures in the SUSANNE scheme,
and surely in any other plausible linguistic
annotation scheme.

Where a passage is genuinely ambiguous, we
expect an expert to be unable to choose between
alternative annotations — that is what “ambiguous’
means in this context. Consequently, inability to
choose in these cases is not a ground for suspecting
that the SUSANNE scheme is over-refined.
Notice, though, that even though many linguists
would agree that the examples are genuinely
ambiguous, these are not the kinds of ambiguity
which might be resolved by asking the writer
“what he really meant” — in the second case, for
instance, the handover to the Colonel in fact
followed both the handover to the Military Police
and the prison spell, and there is no reason to
suppose that the writer intended one interpretation
to the exclusion of the other. This is a frequent
situation in real-life usage.

In many other cases, the SUSANNE annotation
scheme requires the analyst to choose between
alternative notations which seem to correspond to
no rea linguistic difference (and where the choice
is not settled by the rather full definitions of
category boundaries that form part of the scheme),
so that one might easily conclude that the notation
is over-refined — except that the same notational
contrast seems clearly desrable for other
examples. Here are ahandful of instances:

Passive v. BE + predicative past participle

The SUSANNE scheme (84.335) distinguishes the
passive construction, as in | doubt ... whether the
word can be limited to this meaning ..., from cases
where BE is followed by a past participle used
predicatively, asin ... the powers ... were far too
limited. What about the following, in a context
where earth is being shovelled over aman:

When his entire body was covered apart from
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hishead, ... EE5.00955

| see no distinction at any level between a passive
and a BE + predicative particle interpretation of
was covered here; does that mean that it was a

mistake to include the distinction even in
connexion with “clear cases’ such as those
previoudy quoted?

Phrase headship

The SUSANNE system classifies phrases in a way
that depends mainly on the category of their head
words, which is commonly uncontroversial. In the
example:

If we four were representative of our platoon,
... EE5.00859

it is clear that we four is a phrase, subject of the
clause, but | see no particular reason to choose
between describing it as a noun phrase headed by
we, or anumeral phrase headed by four.

Co-ordination reduction v. compl ete tagma
In the example:

He had wound up in Marseilles, sore and
desperate, and signed on at Fort & Nicholas.
EE5.00855

the first clause contains a pluperfect verb group
had wound. It is norma for repeated elements
optionally to be deleted from conjoined tagmas, so
signed might be either the past participle of another
pluperfect form from which had was deleted, or a
past tense forming the whole of a simple past
construction. This again seems in this context a
distinction without a difference. Yet smple past v.
pluperfect, and past tense v. past participle, are
elementary English grammatical distinctions likely
to be recognized by any plausible annotation
scheme.

Interrogative v. non-interrogative how

A subordinate clause beginning with an
interrogative is commonly either an indirect

guestion (I know why ...) or a relative clause (the
place where ...). But if the interrogative form is
how, there is aso a usage in which the clause
functions like a nominal clause, with how more or
less equivalent to that:

... shouting about the English and how they
were alwaysthefirst to desert ... EE5.00902

It was frightening how hunger and lack of sleep
could make you behave and think like a real
bastard. EE5.00919

The shouting in the first example was presumably
not about the manner of English legionnaires’ early
desertion but about the fact of it. The second
exampleis more debatable; it might be about either
the fact of hunger and no deep affecting one's
psychology, or about the insidious manner in
which this occurs. This is an instance where the
SUSANNE scheme avoids recognizing a
distinction which is arguably real; the scheme does
not allow how to be other than an interrogative or
relative adverb, and therefore treasts the how
clauses as antecedentless relative clauses with how
functioning as a Manner adjunct, even in the
former example. But | could not give a principled
reason for failing to recognize a distinction here,
when other distinctions that are equally subject to
vagueness are required by the annotation scheme.

Multi-word prenominal modifiers

Where a sequence of modifying words precedes a
noun head, if the SUSANNE scheme shows no
structural grouping then each word is taken as
modifying the following word or word-sequence
(Sampson 1995: 84.9). But a noun can be
premodified by a multi-word tagma, in which case
the modifier will be marked as a unit: cf. He
graduated with [Np [Ns first class] honours [P in
oil technology] ] ... GX6.00022 — first class is a
noun phrase, the word first is obviously not
intended as modifying a phrase class honours.
However, consider the examples:

the nearby US Naval base at Subic Bay
EE5.00852
... handed over to US Immigration officials ...
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EE5.00854

The words US Naval could be seen as the
adjectiva form of US Navy, which is a standard
proper name; and US Immigration is perhaps also
current as a way of referring to the respective
branch of the American public service. Yet at the
same time, the base at Subic Bay is a naval base,
and among naval bases it is a US one, and
similarly for US immigration officials. If there are
no grounds for choosing whether or not to group
premodifying words in these cases, does that make
it over-refined to recognize such a distinction in
cases likefirst class honours?

(In fact the SUSANNE annotation scheme contains
an overriding principle that only as much structure
should be marked as is necessary to reflect the
sense of a passage, and this principle could be
invoked to decide againgt treating US Naval, US
Immigration as units in the examples above. But
ideally one would hope that an annotation scheme
should give positive reasons for assigning a
particular structure and no other to any particular
example, rather than leaving the decision to be
made in these negative terms.)

It would be easy to give many more examples of
structura distinctions which are clear in some
cases but seem empty in other cases. Perhaps the
examples above are enough to illustrate the point.

I have no definite solution to the problem posed by
cases like these. | do not believe that any nedt,
principled answer is available to the question of
how refined a useful general-purpose structural
annotation scheme should be; it seems to me that
the devising of such schemes will aways be
something of a “black art”, drawing on common-
sense rules of thumb and instinct rather than on
logical principles.

But, if that is true, it is as well that those of us
involved with corpus annotation should be aware
that it isso. People who work with computers tend
often to be people who expect a logical answer to
be available for every prablem, if one can find it.
For treebank researchers to put effort into trying to
establish the “right” set of analytic categories for a
language would lead to a lot of frustration and

wasted resources, if questions like that have no
right answer. The main purpose of the present
paper is to urge any who doubt it that,
unfortunately, there are no right answers in this
area.

Annotation practice and linguistic theory

One group of academics might suggest that there
are right answers. namely, theoretical linguists.
For theoretical linguists it seems axiomatic that
what they are doing in working out the
grammatical structure of alanguage is not devising
auseful, workable set of descriptive categories, but
discovering structure which exists in the language
whether linguists are aware of it or not. What
makes the structure “correct” is either
correspondence to hypothetica psychological
mechanisms, or (for linguistic Platonists such as
JJ. Katz, eg. Katz 1981) the fact that languages
are seen as mathematical objects with an existence
independent of their users.

For some of the problem cases discussed above, it
is plausible that linguistic theorizing might yield
answers to classfication questions which |
described as unanswerable. It would not surprise
me if some linguigtic theory of headship gave a
principled reason for choosing one of the words of
the phrase we four as head. (It would also not be
surprising if another linguist's theory gave the
opposite answer.) For some other cases it is less
easy to envisage how linguistic theory might
resolve theissue.

But linguistic annotation ought not to be made
dependent on linguistic theorizing, even in areas of
structure where theoretical linguists have answers.
That would put the cart before the horse. The task
of linguistic annotation is to collect and register
data which will form the raw materials for
theoretical linguistics, as well as for applied natural
language processing. |f linguistic theory is to be
answerable to objective evidence, we cannot wait
for the theories to be finalized before deciding
what categoriesto use in our data banks.

The most we can reasonably ask of an annotation
scheme is that it should provide a set of categories
and guidelines for applying them which annotators
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can use consistently, so that similar instances are
aways registered in smilar ways; and that the
categories should not be blatantly at odds with the
theoretical consensus, where there is a consensus.
We cannot require that they should be the “ correct”
categories. To return to the biological analogy:
studies of DNA sequences at the end of the 20th
century are giving us new information about the
theoretically correct shapes of the “family trees’ of
animal and plant kingdoms. It would have been
unfortunate for the development of biology if
Linnaeus and his colleagues had waited for this
information to become available before compiling
their taxonomic system.

A disanalogy with biology

| have aluded to the analogy with biologica
systematics; questions about how many and what
grammatical  categories  treebankers  should
recognize have many paradlels with questions
about how many and what taxa should be
recognized by biologists. Since our treebanking
enterprise is rather a new thing, it is good to be
aware of old-established parallels which may help
to show us our way forward.

But although the classification problem is similar
in the two disciplines, there is one large difference.
We are worse placed than the biologists. For them,
the lowest-level and most important classification
unit, the species, is a natural class. The
superstructure of higher-level taxa in Linnaeus's
system was not natural; it was a matter of
common-sense and convenience to decide how
many higher-order levels (such as genus, phylum,
and order) to recognize, and Linnaeus did not
pretend that the hierarchy of higher-order
groupings corresponded to any redlity in Nature —
he explicitly stated the contrary (cf. Stafleu 1971:
28, 115ff.). But for most biological purposes, the
important thing was to be able to assign individual
specimens unambiguoudly to particular species; the
higher-order  taxonomy was a practica
convenience making this easier to achieve. And
species are real things: a species is a group of
individuals which interbreed with one another and
are reproductively isolated from other individuals.
There are complications (see e.g. Ayala 1995: 872-
3, who notes that in some circumstances the

objective criteria break down and biologists have
to make species distinctions by “commonsense’);
but to a close approximation the question whether
individuals belong to the same or different species
isone with a clear, objective answer.

In grammar, we have no level of classification
which is as objective as that. So far as | can see,
whether one takes gross distinctions such as clause
v. phrase, or fine distinctions, say infinitival
indirect question v. infinitival relative clause, we
always have to depend on unsystematic common
sense and Sprachgefuhl to decide which categories
to recognize and where to plot the boundaries
between them.

It feel s unsatisfying not to have afirmer foundation
for our annotation activity. Yet anything which
enables us to impose some kind of order and
classification on our bodies of raw language datais
surely far better than nothing.
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Abstract

In this paper we present a corpus-based study
involving the linear order of subject, indirect
object and direct object in German. The aim
was to examine several hypotheses derived from
Hawkins’ (1994) performance theory. In this
countext it was crucial to examine whether and
to which extend length influences the order of
subject and objects. The analysis was based on
data extracted from the annotated NEGRA cor-
pus (Skut et al., 1998) and the untagged Frank-
furter Rundschau corpus. We developed an
analysis system operating on the untagged cor-
pus that facilitates the acquisition of data and
subsequent statistical analysis. In the following,
we describe this system and discuss the results
drawn from the analysis of the data. These re-
sults do not support the theoretical assumptions
made by Hawkins. Furthermore, they suggest
the investigation of other factors than length.

1

Based on the assumption that basic word or-
der regularities are reflected in the frequency
of their occurrence, a corpus-based study in-
volving word order phenomena in German was
carried out. A number of different parameters
have been linked with the linearization of com-
plements and adjuncts in languages exhibiting
a relatively free word order. The main fac-
tors that have been proposed are: Pronomi-
nality, case, information structure, definiteness,
thematic roles, stress and length. Theories
found in literature range from predominantly
competence-based models to explanations al-
most entirely based on performance assump-
tions.

Recently, Hawkins’ (1994) length-based the-
ory has received much attention in general lin-
guistics (typology), computational linguistics
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(modelling language evolution) and psycholin-
guistics (memory-based models of sentence pro-
cessing). According to Hawkins, the influence
of all factors other than length can almost en-
tirely be explained as epiphenomena of length.
The data presented by Hawkins are suggestive
but much too restricted in size to permit any
empirically supported conclusions.

In this paper we will report on a corpus-
based study involving six German verbs
exhibiting different basic order patterns
namely, NOM<DAT, DAT<NOM, ACC<DAT,
DAT<ACC . In order to reduce the effects of
other factors, we restricted the investigation
to non-pronominal NPs in the middle field.
Two corpora were chosen for the analysis:
a syntactically annotated corpus of German
newspaper text, the NEGRA corpus, and the
untagged Frankfurter Rundschau corpus. For
each of the two verb groups (transitive and
ditransitive), pairs of NOM<DAT, DAT<NOM
and ACC<DAT, DAT<ACC were considered.
The aim was to search for any interdependence
of word order and length. Apart from this, we
investigated the impact of definiteness on word
order. The data acquisition and analysis were
to a large part automated.

Section 2 summarizes the main ideas of
Hawkins’ length-based theory. In section 3 we
present the statistical investigation and discuss
the results in section 4. Finally we conclude
with section 5.

2 Hawkins’ Performance Theory

The theory is based on the assumption that
limitations on working memory influence the
construction of constituents and that humans
prefer to arrange constituents in orders that
minimize processing effort. Sentence process-
ing is therefore determined by the principle of



Early Immediate Constituents (EIC). Hawkins
assumes that phrases are constructed determin-
istically in a bottom-up fashion. To construct a
phrasal node, it is mostly sufficient to recognize
a prefix of the new phrase, so that there is no
need to wait until all its immediate constituents
(ICs) are found. Hawkins postulates that the
prefix-based construction of new phrases is trig-
gered by some lexical or phrasal category that
uniquely identifies the mother node to be con-
structed. For example, German and English
NPs are recognized at their left periphery, which
can be a determiner, an adjective or the head
noun. For German (as for English) the main
claim of this theory is that all types of phrases
that tend to precede their siblings, such as topic
phrases, pronominal NPs, complements preced-
ing in basic order and definite NPs are shorter
on average than their respective counterparts.
This system predicts that example (1) in Fig-
ure 2 will be easier to comprehend than exam-
ple (2), since in the former 4 words have to be
parsed instead of 11 in the latter to arrive at the
constituent structure of the VP, the NP, and the
PP.

In the context of the present study EIC
predicts that a short nominative precedes a
long dative and that a short dative precedes a
long nominative. The same holds for the se-
quence of accusatives and datives. In addition,
Hawkins assumes that verbal position interacts
with length in determining the basic word order.
In verb-first and verb-second sentences “short
before long” should be strongly preferred, in
verb-final sentences “short before long” should
be slightly preferred. Hence, the following pa-
rameters were investigated in this study:

e length of the NP;

e verbal position;

e definiteness.

Due to lack of space, we will focus in what
follows on parameter length and its interaction

with definiteness. Kurz (2000) presents the in-
vestigations of all parameters in detail.

3 Statistical Investigation

Statistical analysis was performed in two steps:

e Determining the verbs to be investigated
by extracting all sentences that exhibit
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the relevant word pattern (NOM<DAT,
DAT<NOM, ACC<DAT, DAT<ACCQC)
from the NEGRA corpus.

Determining the frequencies of the word
patterns each verb occurs with using the
much larger Frankfurter Rundschau cor-
pus. The distribution found in this corpus
was then statistically analysed.

3.1 Extraction of Word Patterns

In order to determine a set of interesting verbs
by pursuing an empirical approach, the NE-
GRA corpus was chosen. The NEGRA cor-
pus is a treebank currently consisting of 20 000
sentences or 355000 tokens. The annota-
tion scheme of the treebank combines phrase-
structures and dependency-based schemes (cf.
(Skut et al., 1997). Three types of information
are encoded:

e predicate argument structure: trees with

possibly crossing branches;

e syntactic categories: node labels and part-
of-speech tags;

e functional categories: edge labels.

The representation format is shown in the fig-

ure! below:

der Asthetik

(E)

Damit
PROAV  VAFIN
With this is

eine doppelte Aufgabe
ADJA

double challenge

gestellt
VVPP

aesthetics a faced

With this aesthetics is faced with a double challenge

Figure 1: Encoding of a sample structure

All relevant word order patterns have been
extracted by implementing matching routines
operating on the structure of the corpus. The
determination of the middle field was achieved
by a decision tree dealing with the possible pat-
terns displayed in Table 1.

'Edge labels: HD head, OC clausal object, SB sub-
ject, MO modifier, DA dative, NK noun kernel. Crossing
edges indicate discontinuous constituency.



. I vyplgave pp[to Mary] np[the valuable

1) 1 2 3 4

) I vyplgave np[the valuable book that was
(2) 1 2 3 4 5 6

book

that was extremely difficult to find]]
extremely  difficult to find] pp [to Mary ||
7 8 9 10 11

Figure 2: Recognition of phrasal categories

left sentence bracket right sentence bracket

finite verb empty or separable verbal prefix

auxiliary or modal verbal complex e.g. perfect participle

complementizer finite verb or verbal complex

Table 1:
brackets

Possibilities of filling the sentence

The positions of the left and the right sen-
tence bracket restrict the scope in which possi-
ble NP sequences can occur. In Figure 1 the left
sentence bracket consists of the finite auxiliary
ist and the right sentence bracket is represented
by the perfect participle gestellt. The middle
field thus consists of the dative NP der Asthetik
and the nominative NP eine doppelte Aufgabe.
Verbs for further investigation have been cho-
sen according to their frequency of occurrence in
each word order variation. The verbs which oc-
curred most frequently have been selected. Ta-
bles 2 and 3 show the selected verbs and their
distribution in the NEGRA corpus.

Verb | Total | DAT<NOM | NOM<DAT
gelingen (to succeed) 43 4 0
helfen (to help) 70 0 5

zur Verfligung stehen 31 3 2

(to be available)

Table 2: Distribution of transitive verbs in the
NEGRA corpus

Verb

geben (to give)
vorstellen (to present)
zur Verfligung stellen
(to make available)

| Total | DAT<ACC | ACC<DAT
560 16 0
38 0 3
24 0 3

Table 3: Distribution of ditransitive verbs in the
NEGRA corpus

The second column (headed by Total)
shows the numbers of all sentences contain-
ing the respective verb. In columns headed
by DAT<NOM, NOM<DAT, ACC<DAT and
DAT<ACC the numbers of sentences exhibit-
ing each of the relevant patterns are given. It
is evident that only a small part of the items
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found meets the search conditions. This is be-
cause the search was restricted to full NPs and
for the most part one of the relevant NPs was
pronominal.

Because of the low frequency of any individ-
ual verb in the NEGRA corpus we analysed the
much larger untagged Frankfurter Rundschau
corpus for the verbs under investigation.

3.2 Mining the Untagged Frankfurter
Rundschau Corpus

The untagged Frankfurter Rundschau corpus
consists of raw ASCII data. It contains 1.644
million sentences or 40.9 million tokens. Con-
sidering the size of the data it was crucial to
automate the analysis as far as possible. This
was achieved by developing an evaluation sys-
tem making use of existing NLP tools and rede-
fined interfaces. With this system, it was pos-
sible to ascertain, handle, and analyse the data
with a minimum of manual revision.

The executed steps are shown in Figure 3.

| untagged corpus |

| corpus interface |

NP chunking
POS tagging
Morphological
Analysis

| Revision |

| statistical interface |

| statistical evaluation |

Figure 3: Flow chart of executed steps



3.2.1 Corpus Interface

The extraction of all sentences containing one of
the verbs under investigation was done by run-
ning pattern-matching routines. These routines
used regular expressions including all verbal in-
flections and carried out format conversions re-
quired by the subsequent component.

3.2.2 Shallow Parsing and
Morphological Analysis

As already mentioned we were looking for par-
ticular sequences of case-marked NPs. There-
fore each NP had to be labeled with case infor-
mation. In order to do this, the NP bound-
aries had to be determined. We employed
a stochastic parser (Skut’s (1999) chunk tag-
ger) that recognizes the internal structure of
phrases and determines NP boundaries. As
output for complex NPs, the chunk tagger de-
livered information about phrase boundaries
and part-of-speech tags. For the annotation of
structural and part-of-speech information, the
chunk-tagger uses two instances of the TnT-
Tagger developed by Brants (1996). The next
step was followed by a morphological analysis
(MORPHIX (Finkler and Neumann, 1986)) la-
beling each word of each NP with information
about inflection based on the already available
part-of-speech information. The case determi-
nation of complex NPs was done by a unification
of the number, gender and case values of each
word belonging to the whole NP. The output
consisted of NPs labeled with partly ambiguous
case information as shown in examples (3)-(5).

[NOM ACC Die
The

Gemeinde]

3)

community

@ [NOM GEN DAT ACC  Kinder]

children
[DAT einem Nachrichtenmagazin]
(5) a news magazine
3.2.3 Revision

In the following revision, all sentences contain-
ing at least one of the relevant NPs in the mid-
dle field were automatically extracted. The case
disambiguation, the determination of length
and definiteness of each NP, and the determi-
nation of the verbal position was done manu-
ally. An additional program interface recoded
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the results of this revision in numeric variables
required by the statistical interpretation.

3.2.4 Evaluation

For the evaluation of the system we compared
its output with a manually evaluated sample
containing 100 sentences and determined pre-
cision and recall. Table 4 shows precision and
recall for the chunking application and the mor-
phological analysis.

| Precision | Recall
Chunk tagger 92% 84%
MORPHIX 53% 100%

Table 4: Recall and precision for used NLP tools

The recall of 100% for MORPHIX has several
reasons. Firstly MORPHIX is operating only on
the correct output of the preceding chunk tag-
ger; secondly, in each case the unification fails
MORPHIX labels the NP with [NOM, DAT,
ACC, GEN]. This perfect recall is responsible
for the low precision of 53% because of the
frequently occurring fourfold case assignment.
However, this behaviour of MORPHIX exactly
met our requirements, since we were primarily
concerned with extensive data acquisition (the
automatic analysis was followed by a manual
evaluation anyway.)

4 Results

The analysis of the data was done by using
cross tables, chi square tests and the analysis
of means. In spite of the corpus size, the data
do not permit chi square tests in some cases. In
these cases, we pursued a purely descriptive ap-
proach. For the sake of space, we will describe
the results of the cross tables only. We will first
have a look at the distribution of NP sequences
in the Frankfurter Rundschau corpus. In ad-
dition we will consider the factors length and
definiteness in isolation. We will then look at
the interaction of the factors holding definite-
ness constant.

4.1 Distribution in the Frankfurter
Rundschau Corpus

Table 7 shows the distribution of the exam-
ined sequences for each transitive verb, Table
8 shows the frequencies of the object sequences
for ditransitive verbs.

By looking at the distribution of the NP or-
derings there are concentrations on either one



Verb || Basic Order | EIC-un- EIC- ||Rearrangement | EIC-un- EIC- || Total EIC-un- | Total EIC-

marked | marked marked | marked marked marked

gelingen 257 58% 21% 3 100% 0% 58% 20%

helfen 148 45% 30% 13 39% 23% 44% 29%

zur Verfiigung 119 63% 18% 37 41% 24% 54% 24%
stehen

Table 5: Transitive verbs and EIC

Verb || Basis Order | EIC-un- EIC- ||Rearrangement |EIC-un- EIC- || Total EIC-un- | Total EIC-

marked | marked marked | marked marked marked

geben 457 40% 37% 8 38% 38% 40% 37%

vorstellen 29 69% 14% 24 8% 59% 42% 34%

zur Verfligung 182 47% 29% 78 27% 42% 41% 33%
stellen

Table 6: Ditransitive verbs and EIC

Verb verb frequency

DAT<NOM‘NOM<DAT

3980
5700
1974

257
13
119

3
148
37

gelingen
helfen

zur Verfligung
stehen

Table 7: Transitive verbs

Verb

verb frequency DAT<ACC‘ACC<DAT

11354
3694
2094

457
29
182

8
24
78

geben
vorstellen
zur Verfligung

stellen

Table 8: Ditransitive verbs

of the two possible sequences (marked boldface)
for each verb. Gelingen and zur Verfugung ste-
hen clearly favour DAT<NOM ordering while
helfen shows the opposite preference. A simi-
lar picture is found for the ditransitive verbs,
with one exception: worstellen, both sequences
are represented nearly the same. Geben and
zur Verfigung stellen show a clear preference
for DAT<ACC ordering. Given this distribu-
tion, it seems more appropriate to determine
basic word order dependent on the particular
verb, rather than specifying a general basic or-
der of arguments (cf. (Haider, 1993)). Thus, we
consider orderings exhibiting high frequencies
as basic orders and orderings exhibiting low fre-
quencies as rearrangements, e.g. the basic order
of gelingen is DAT<NOM, the rearrangement is
NOM<DAT, helfen appears with NOM<DAT
as basic order and DAT<NOM as rearrange-
ment. For vorstellen, the issue which ordering
is the basic order and which ordering is the rear-
rangement cannot be determined from the em-
pirical distribution, since this verb is roughly
equi-based with respect to NP-order.

Against the background of Hawkins’ model
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the question arises if both basic order and rear-
rangement can be motivated by length phenom-
ena.

4.2 How Good Are EIC’s Predictions?

Tables 5 and 6 show the total percentages of the
EIC-unmarked and EIC-marked cases, the basic
order and the rearrangement of each verb. The
EIC-unmarked cases indicate those for which
EIC makes the right predictions (short NP pre-
cedes long NP), in the EIC-marked cases EIC
makes the wrong predictions (long NP precedes
short NP). The proportions of the marked and
unmarked cases do not add up to 100% because
the cases with two NPs of equal length have not
been considered.

In total we can observe that the EIC predic-
tions are fairly good for the unmarked cases but
still there is a considerable amount of cases de-
viating from EIC. Apart from this the EIC pre-
dictions for rearrangements are worse than for
the basic order. This becomes clear from the
pattern of zur Verfiugung stehen of Table 5 and
zur Verfugung stellen of Table 6. Comparing the
EIC-unmarked and the EIC-marked cases of the
basic orders with the EIC-unmarked and EIC-
marked cases of the rearrangements, the pro-
portions of the unmarked cases are lower and
the proportions of the marked cases are higher
in the rearrangements. The same holds for
vorstellen. We may not determine basic order
and rearrangement but the EIC predictions are
quite bad for one of the two orderings (shown
in the column headed by rearrangement).

Since the rearrangements of helfen, gelingen
and geben are underrepresented (gelingen: 3,
helfen: 13 and geben: 8), there is no evidence in
favour or against the described observation.



Verb || Basic Order Rearrangement
def-indef | indef-def |def-def |indef-ndef def-indef | indef-def | def-def | indef-ndef
36% 2% 62% - - 100% -
helfen 16% 19% 62% 3% 39% 55% 8%

zur Verfligung 72% 16% 12%

gelingen
stehen

Verb || Basic Order

def-indef

indef-def |def-def | indef-indef

Rearrangement
def-indef

16% 5% 79%

Table 9: Transitive verbs and definiteness

indef-def |def-def | indef-indef

11%
%
15%

7%
3%
1%

26%
73%
18%

56%
17%
66%

vorstellen
zur Verfligung

geben ‘

stellen

12% 50%
92%

69%

38%
8%
7%

19% 5%

Table 10: Ditransitive verbs and definiteness

To conclude, length phenomena do not seem
to be the only reason for deviation from the ba-
sic order. The results suggest to concentrate on
additional factors.

4.3 Definiteness

Tables 9 and 10 show the distribution of the
sequences of definite and indefinite NPs in our
data set.

For the basic order of both verb groups it
can be observed that def-indef (definite NP pre-
cedes indefinite NP) and def-def sequences (def-
inite NP precedes definite NP ) occur most fre-
quently. For the rearrangements, it is striking
that most of the sequences belong to the def-def
pattern. This holds for the transitive as well as
for the ditransitive verbs. One exception can be
found: the indef-def sequences of zur Verfigung
stellen. Since Hawkins claims that all factors
apart from length are epiphenomenal, the effect
of length should be even stronger if the other
factors (e.g. definiteness) are held constant. In
our analysis, this means that we should see a
clear effect of EIC for the rearranged groups be-
cause of the high amount of def-def sequences.
This, on the other hand, is at odds with the re-
sults we have already drawn from Tables 5 and
6. Recall that, EIC made worse predictions for
the rearrangements than for the basic order.

4.4 EIC Revisited

To test the expectations mentioned above we
evaluated the EIC predictions for rearranged
def-def sequences. The results are listed in Ta-
bles 11 and 12.

The contribution of EIC does not meet the
expectation derived from the “epiphenomenon
hypothesis”. Furthermore, the data demon-
strate that EIC makes incorrect predictions
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Verb Rearrange- | def- | EIC un- EIC Total| Total

ment def| marked | marked || EIC un- EIC

marked | marked

gelingen NOM<DAT 3 100% 58% 20%

helfen DAT<NOM 7 57% 14% 4% 20%

zur Verfiigung |[NOM<DAT | 29 21% 43% 54% 24%
stehen

Table 11: Transitive verbs: EIC and definite-

ness

Total
EIC un-
marked

40%
42%
42%
41%

Total
EIC
marked
37%
34%
34%
33%

def-
def

Rearrange- EIC un- EIC

marked | marked

Verb
ment

50%

9%
1%
30%

25%
55%
10%
41%

ACC<DAT 4
ACC<DAT 22
DAT<ACC 21
zur Verfiigung | ACC<DAT 54

geben

vorstellen

stellen

Table 12: Ditransitive verbs: EIC and definite-
ness

for verbs exhibiting a large proportion of rear-
ranged def-def sequences (zur Verfigung stehen,
vorstellen, zur Verfigung stellen). For the verbs
with few rearranged def-def orderings (gelingen,
helfen, geben), EIC makes fairly good predic-
tions. Comparing the definite, rearranged EIC-
marked cases with the total percentages of the
EIC marked cases (serving as baseline) the pro-
portions of the definite, rearranged EIC marked
cases are above baseline for the verbs exhibiting
high frequencies. Comparing the definite, rear-
ranged EIC-unmarked cases with the total per-
centages of the EIC-unmarked cases the propor-
tions of the definite, rearranged EIC-unmarked
cases are below baseline. Again, this supports
the assumption that EIC does not dominate
rearrangements. The results indicate that a
closer examination of information-based param-
eters such as Topic and Focus, which are corre-
lated with definiteness, will be required.



5 Conclusions
The results presented in this paper suggest that:

e The determination of basic order and rear-
rangement depends on the particular verb.
The data do not support specification of a
general basic order.

EIC is not the primary factor determin-
ing the linearization of complements in the

middle field.

Considering rearranged sequences the fac-
tor definiteness dominates EIC.

The made observations are at odds with
Hawkins’ (1994) claiming that length is the only
factor determining word order. For example
definiteness determines word order even in those
cases where EIC cannot motivate the ordering.
Moreover, several parameters seem to interact
and determine the sequence to a different ex-
tent, a claim that has already been proposed by
Uszkoreit (1987).

The present results emphasize the necessity of
further empirical research based on interpreted
and uninterpreted corpora. Especially an exam-
ination of the interaction between definiteness
and information-based factors requires further
extensive corpus-based studies.

The insights gained from these methodologies
show that linguists cannot rely exclusively on
introspective judgements as their sole source of
data. Furthermore, we hope to have demon-
strated the productivity of employing corpus
based studies in syntactic research.
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Abstract

For highly inflectional languages, where the
number of morpho-syntactic descriptions
(MSD) is very high, the use of a reduced
tagset is crucial for reasons of implementation
problems as well as the problem of sparse
data. The standard procedure is to start
from the large set of MSDs incorporating
all morphosyntactic features and design a
reduced tagset by eliminating the attributes
which play no role in disambiguation. This
paper presents the opposite approach which
using a greedy algorithm maximally reduces a
tagset without loss of information, and instead
of elimination, re-introduces features. This
process can arrive at a very small tagset and
result in accuracy comparable to that achieved
with larger tagsets designed by elimination.
The language model based on the reduced
tagset needs fewer parameters and training
time decreases significantly.

1

In highly inflectional languages, the number of
morpho-syntactic descriptions (MSD), required
to descriptionally cover the content of a word-
form lexicon, tends to rise quite rapidly, ap-
proaching a thousand or even more set of dis-
tinct codes. For the purpose of automatic dis-
ambiguation of arbitrary written texts, using
such large tagsets would raise very many prob-
lems, starting from implementation issues of
a tagger to work with such a large tagset to
the more theory-based difficulty of sparseness
of training data. Tiered tagging (Tufig, 1998) is
one way to alleviate this problem by reformulat-
ing it in the following way: starting from a large
set of MSDs, design a reduced tagset, Ctag-set,
manageable for the current tagging technology.
The standard procedure is to start from the

Introduction
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large set of MSDs incorporating all morphosyn-
tactic features and design a reduced tagset by
eliminating the attributes which play no role in
disambiguation. However, there are a number of
reasons for which one can question whether such
a process can produce anything close to an opti-
mal tagset and eliminate all irrelevant features.
In section 2 we briefly outline these reasons and
in section 3 present the data used. Section 4 sug-
gest and alternative approach that just takes the
opposite way and a maximally reduced tagset as
starting point for the design process. Section 4.2
will present some preliminary results on tagging
accuracy and error analysis comparing the per-
formance of the tagging process with tagsets of
different cardinality. Conclusions and sugges-
tions for further work will follow in section 5.

2 Tagset design and highly inflected
languages

The combinatorial possibilities of inflection and
derivation in highly inflectional languages pose
a challenge for corpus annotation in that it is
difficult to establish a set of morphosyntactic de-
scriptions that does justice to the rich morpho-
syntactic information encoded within the words
and at the same time remains computation-
ally tractable. The design process of a re-
duced tagset has to consider two fundamental
requirements: to identify and leave out the fea-
tures/values in the MSDs which do not provide
relevant clues for the contextual disambiguation,
and to make it possible to recover as accurately
and fast as possible the information eliminated
in the previous phase.

The standard approach is usually a trial-and-
error one augmented by some algorithm and re-
lies both on human introspection and evidence
provided by the data analysis (Elworthy, 1995),
(Chanod and Tapanainen, 1995), (Tufig, 2000).



One can use an information loss-less algorithm
to convert the MSD-set into a Ctag-set which
might reduce the size of the tagset with 10-20%
(Brants, 1995); however, this is too little for a
large initial tagset. Modifying such an algorithm
to allow for limited ambiguity (that is losing a
limited amount of information), could result in a
drastic reduction of the Ctag-set, up to a cardi-
nality which is within the restrictions imposed
by the available training data and computing
power (Tufig, 1998). Nevertheless, this proce-
dure fails to obtain the optimum result for at
least two reasons: there is, even if limited, loss
of information and the recoverability of infor-
mation contained in the original MSDs is not
preserved; and features that do not appear in
ambiguity classes are usually not submitted to
the reduction algorithms and may be preserved
unnecessarily.

3 Data analysis

The language resource of our analysis consisted
of the whole current stock of the Hungarian Na-
tional Corpus (approximating 80m words) com-
piled into a word frequency list as input to the
morphological analysis. The initial assumption
is that this large number of word forms contain
all possible ambiguity classes that can occur in
the language. Table 1 presents some basic statis-
tics on the range of word form variation found
in the corpus.

Lemmas
4296121

Entries
74,063,211

Word forms
1,728,771

Table 1: The distribution of word forms

The word form list was processed with the
morphological analyzer developed originally for
Hungarian (Proszéky and Tihanyi, 1996). An
MSD notation was constructed which repre-
sented the POS category and the inflectional
structure of the word, and which can in principle
be mapped into the EAGLES compliant encod-
ing scheme developed in Multext-East (Erjavec
and Monachini, 1997). The MSD scheme, as an

'The number of lemmas were calculated on the as-
sumption that alternatives in ambiguous cases were
evenly distributed. This is obviously false but the cor-
rect figure could only be arrived at after the corpus has
been completely disambiguated.

43

initial step in tagset creation, was converted into
an attribute/value single string representation.
The intent at this stage was merely to preserve
in a concise and counsistent notation all the in-
formation provided by the MSD that is relevant
for tagging. Table 2 displays the features en-
coded in this initial Ctag scheme (Full set) for
the major POS categories.

As the cardinality of the full initial tagset
was too high to be handled by current tagging
methods (2148), especially by statistical tag-
gers, a medium tagset was designed by feature
elimination as detailed in (Tufig et al., 2000).
(This medium tagset does not ensure full recov-
erabilty, though.) These two tagsets serve as
the basis of comparison in the evaluation of the
alternative approach for tagset creation we will
propose below. In the experiments, two HMM
taggers are used: Thorsten Brants’ trigram
TnT tagger (Brants, 1998) and the MULTEXT-
ISSCO (M-T) bigram tagger (Gilbert and Am-
strong, 1995) used in the Multext-East project
(Erjavec and Ide, 1998). The training corpus
consists of two register-diverse corpora: the first
three quarters of Orwell’s 1984 and newspa-
per text, adding up to 87969 tokens altogether.
The test corpus includes the rest of the Or-
well and newspaper texts, 21267 tokens in to-
tal. The MULTEXT-ISSCO tagger is trained
with the Baum-Welch algorithm. The TnT tag-
ger has the problem of learning possible ambi-
guity classes and words from the training corpus
only. To remedy this situation, after the train-
ing phase, we enriched the generated lexicon file
with further ambiguities and added words from
the test corpus with their ambiguity classes.
The tagging results with the above tagsets are
presented in Tables 3 and 4.

| | Error perc. | Error rate | Perf. |
M-I 23.83% 6.04% | 93.96%
TnT 14.00 % 3.55% | 96.45%

Table 3: Full tagset (2148 tags)

4 Maximal reduction and
bottom—up design

4.1 Maximal reduction of the tagset

The alternative approach using a greedy algo-
rithm maximally reduces a tagset without loss



Stem [NAR , ,
POS | Num Pers Mood} TeHS(]e (E?Sfe IN] Owner’s Owner’s Total

V] ef [V] Num Pers
N | 2]|PS] | 3][123] 5 |[QAVNP| 21 2 |PS] 3 [123] 2058*
A 2 [AV] 2%
R 2 [RV] 2%
V | 2]|PS] | 3[123] 5 |PRCSI]| 3 [ID2] 79*
Invariant minor categories: Q, D, PRE, RP, C, Int, Y 7
2148

N = Noun A = Adjective R = Adverb V = Verb
Q = Numeral D = Article PRE = Verbal prefix RP = Postposition

C = conjunction Y = Abbreviation

Int = Interjection

Def = Agreement in definiteness with object (def, indef, 2nd person)

Owner’s Num = sing. or plural owner

Owner’s Pers = person marker of owner

* = not all combinations are possible, so not a simple product
INAR|[V]IN] = POS categories to which the attribute apply

Table 2: The initial Ctag scheme (F set)

| | Error perc. | Error rate |  Perf. |
M-I 22.48% 5.70% | 94.3%
TnT 13.37% 3.39% | 96.61%

Table 4: Medium tagset (240 tags)

of information, and instead of elimination, re-
introduces features. This process first arrives
at a very small tagset and the application of
this tagset in tagging results in a dramatic drop
in accuracy compared to that achieved with a
tagset designed from MSD reduction with the
elimination algorithm in (Tufig, 2000) and lin-
guistic introspection. However, even the re-
introduction of a few morphosyntactic features
leads to a sharp increase in accuracy compara-
ble to that achieved with larger tagsets designed
by elimination. The language model based on
the reduced tagset needs fewer parameters and
training time decreases significantly.

The construction of the minimal tagset pro-
ceeds the following way. First a graph G is
established whose vertices are the tags of the
initial tagset. Two points (tags) are connected
with an edge if and only if there exists a word
which can be assigned both tags. That is, two
tags are not connected if they do not occur in an
ambiguity class. Then, a partition of this graph
is created as follows:

x and y are in the same partition if and
only if there is no (z,y) edge.

The problem is equivalent to the colourability
problem of the graph G:

Colourability problem: The aim is to colour
the vertices of a graph G with as few colours
as possible so that neighbouring vertices
have different colours.

In the general case the problem of finding the
minimal number of colours (chromatic number,
Xx(G)) cannot be solved within polynomial time.
Nevertheless, certain estimations of x(G) can be
given. The algorithm to be discussed and ap-
plied here, for example, yields the result:

x(G) <1+ max #(9),

where ¢(g) is the degree of the point g, i.e. the
number of its neighbours. The algorithm is a
simple greedy algorithm. The colours are non-
negative integers.

Algorithm:

1. Ordering phase: order the vertices of
the graph in any way;

2. Colouring phase: for each 1 = 1,2,...
colour the ith vertex with the smallest
available colour. Make this colour un-
available for all neighbouring vertices.
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In fact, according to Brooks-theorem the chro-
matic number can easily be decreased by one,
i.e. (Gross and Yellen, 1998):

Brooks-theorem.

x(G) < max #(9)

Now, consider the graph obtained from the
74-million-word wordlist, tagged with the full
tagset. Out of the 1105 tags 968 occur in ambi-
guity classes, the maximal degree of the vertices
of the graph is 192. According to the above theo-
rems, this means that the tagset can be reduced
to 192 tags without merging ambiguity classes.
This in itself is quite a considerable decrease in
the number of tags.

However, for graphs containing several ver-
tices, the estimations obtained from these the-
orems might lie far over the actual value of the
chromatic number. This might especially be the
case if we deal with graphs obtained from natu-
ral language corpora, because these graphs seem
to be unsaturated. Figure 1 presents the top 20
degrees of the “Hungarian graph”.

1 NS3NN 192
2 R 184
3 VS3RI 71

4 P 57

5 NS3NA 54

6 AS_A 54

7 RP 49

8 NP3NN 47

9 NS3NP 39

10 NS3NS 36

11 NS3PC 36

12 NS3NNS3 36

13 AS_V 35

14 NS3ND 32

15 NS3NI 31

16 NS3N2 31

17 Z 29

18 NS3NX 29

19 NS3NT 28
20 NS3N3 28

Figure 1: Degree of vertices

The data clearly shows that there are two
vertices with fairly large number of points, but
the degree of vertices decreases rapidly. This
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might suggest that this graph can be coloured
with relatively few colours. Indeed, the actual
experiment with the algorithm described above
yielded a surprising result: the graph can be
coloured with 10 colours, that is, the number of
tags can be reduced to 10 without merging am-
biguity classes and retaining full recoverability.

4.2 Enriching the minimal tagset

The minimal tagset containing only 10 tags sig-
nificantly reduces the problem of sparse data.
However, with the radical reduction of the
tagset, though recoverability is retained, we
have lost important environmental information
which could serve as tagging clues for the tag-
ger. Thus, as illustrated in Tables 3 and 5, we
face radical decrease in tagging accuracy even
with respect to the results exhibited by the full

tagset. (The cardinality of the tagset is indi-
cated in parentheses.)
| | Error perc. | Error rate [ Perf. |
M-I 32.78% 8.31% | 91.69%
TnT 60.94% 15.45% | 85.55 %

Table 5: Minimal tagset (10)

The inaccuracy originating from the minimal
tagset is especially spectacular in the case of the
HMM-based trigram TnT tagger. Here, 15.54%
of all words is mistagged, which is over 60% error
on ambiguous words. The decrease in the actual
performance of the MULTEXT-ISSCO tagger is
less conspicuous, though still significant.

One important problem with the minimal
tagset is that it fails to indicate punctuation,
that is, punctuation tags (CPUNCT, OPUNCT,
SPUNCT and WPUNCT) are merged with each
other and several other tags. The increase in the
performance of the Tn'T tagger is significant if
these four tags are retained. This is illustrated
in Table 6.

Error perc. | Error rate Perf.
M-I 31.81% 8.06% | 91.94%
TnT 18.81% 4.77% | 95.23%
Table 6: Minimal tagset with punctuation
tags (14)

Interestingly, the reactions of the MULTEXT-



ISSCO tagger to this small change is less radical:
the bigram HMM-base tagger seems to depend
less on the information provided by punctua-
tion tags. One possible reason for the difference
of the behavior between the two models can be
that information before the punctuation mark
is unavailable for the bigram tagger, regardless
whether it “knows” that the word to be disam-
biguated is preceded by a punctuation mark. On
the other hand, a trigram tagger can “learn” to
disregard punctuation tags and consider the pre-
vious tags only. Whether this assumption can
emprically be justified, however, is subject to
careful future research.

Another clue that can help the proper iden-
tification of tags is the distribution of the main
categories, i.e. nouns, verbs and adjectives. This
type of information is especially useful for the
bigram tagger, for reasons discussed above (cf.
Table 7).

Error perc. | Error rate Perf.
M-I 19.66% 4.98% | 95.02%
TnT 14.84% 3.76% | 96.24%

Table 7: Minimal tagset NAV heads only (30)

As we can see, this information provided
by the re-introduction of the main head cate-
gories proves to be crucial for the trigram tag-
ger as well. Note that the performance of
the MULTEXT-ISSCO tagger with these 30
tags is higher than the performance with the
handcrafted, “linguistically motivated” medium
tagset.

The combination of the two types of infor-
mation does not increase the performance of
the tagger significantly. Similarly, with the re-
introduction of all head categories, the error of
the taggers does not decrease crucially, as is il-
lustrated in Table 8.

Error perc. | Error rate Perf.
M-I 18.94% 4.80% | 95.2%
TnT 14.35% 3.64% | 96.36%

Table 8: Minimal tagset with all head categories
(39)

Hungarian has a very rich case system with
22 cases, which might offer important tagging
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clues in the disambiguation process. In the
experiment, in order to avoid the proliferation
of tags, we reduced the possible morphological
cases to three: nominative, accusative and other
case. The results thus obtained are of consid-
erable importance: though the performance of
the bigram taggers decreases insignificantly, the
trigram tagger’s performance reaches the per-
formance shown with the hand-crafted medium
tagset.

Error perc. | Error rate Perf.
M-I 19.12% 4.85% | 95.15%
TnT 13.54% 3.43% | 96.57%

Table 9: Minimal tagset with head cat.s and N
case (59)

However, these results are only preliminary
inasmuch as only considerably larger training
and test corpora and much more extensive test-
ing could provide reliable justification for the re-
introduction of one or the other features. Still,
these preliminary experiments indicate that a
bottom-up procedure can perform at a similar
level to a top-down eliminative approach.

5 Conclusion

The paper described a method of maximally
reducing a tagset which is supplemented by a
“bottom—up” procedure of re-introduction of fea-
tures, which can achieve acceptable tagging ac-
curacy using a very small tagset with full MSD
recoverability. This method is based on a fast
and effective algorithm and not only leads to
building a language model with fewer parame-
ters in a comparably shorter training time but
could also give insight to finding those mor-
phosyntactic features that provide relevant in-
formation as contextual clues in ambiguity res-
olution.

Further investigation should involve more
types of taggers including a rule based appli-
cation (Alexin et al., 1999) as well. It would
also be interesting to see how far tagging per-
formance can be improved by this method?,
and extend the experiments to other languages
where the MSD cardinality and the size of the

2Present tagger implementations cannot produce
above around 96% for Hungarian, which constitutes an
actual limit for testing this method.



tagset used in tagging experiments is high (Har-
ris et al., 2000), (Haji¢ and Hladka, 1998). An-
other crucial advantage lies in the possibility of
algorithmic feature re-introduction, the problem
of which should also be addressed in the future.
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Abstract

This paper proposes a method to detect the
presence of incounsistency in a given manually
tagged corpus. The method consist of gener-
ating an automatic tagger on the basis of the
corpus and then comparing the tagger’s out-
put with the original tagging. It is tested using
the written texts from the BNC sampler and a
WPDV-based tagger generator, and shown to
be both an efficient method to derive a qualita-
tive evaluation of consistency and a useful first
step towards correction.

1 Introduction

Wordclass tagged corpora are a very popular
resource for both language engineers and lin-
guists. If these corpora are used for inspi-
ration and exemplification, size may be more
important than quality and a fully automati-
cally tagged corpus can suffice. For other uses,
quality is of much higher importance, and here
there will generally be a preference for manu-
ally corrected corpora, even though they may be
smaller. However, manual correction means hu-
man involvement, and that again means a much
higher potential for inconsistency (cf. e.g. Mar-
cus et al. (1993); Baker (1997)).

Before we go and base our NLP systems or
linguistic theories on the wordclass tags found
in a tagged corpus, then, it would certainly be
a good idea to evaluate whether those tags have
indeed been assigned appropriately, and, if not,
possibly correct the situation. This means that
we have to inspect (part of) the corpus and de-
cide whether the tags are counsistent with the
tagging manual or, if the tagging manual is not
clear on the subject, whether the tags have at
least been applied consistently throughout the
corpus. In this paper we show, by way of an
experiment, how this task can be made more
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efficient with the help of software already in gen-
eral use in wordclass tagging circles, viz. tagger
generators.

The tagged corpus on which we perform our
experiment consists of all the written texts of
the BNC sampler CD. Its size (about 1Mw)
is average for manually corrected corpora, the
tagset is well-developed (C7) and the tagging
process has involved the use of an equally well-
developed automatic tagger (CLAWS4) and sub-
sequent correction by a team of experienced an-
notators (cf. Garside and Smith (1997)). We
can assume that the consistency may not be as
high as that of the LOB corpus, which by now
has reached an admirable level of consistency,
but certainly higher than notoriously inconsis-
tent corpora like the Wall Street Journal (cf. van
Halteren et al. (To appear)).

In the following sections, we first examine
the concept of consistency (section 2), then de-
scribe the tagger generator used in the exper-
iment (section 3), evaluate the output of the
experiment (sections 4 and 5), and conclude by
summarising the main findings (section 6).

2 Consistency and its Evaluation

It is generally agreed that one of the desired
properties of any tagging is consistency, and
that we therefore want to have some means of
evaluating it. An important step towards such
means is an examination of what this property
of “consistency” is supposed to entail, beginning
with a general definition of the concept:

When we say that somebody is con-
sistent, we mean that if the same sit-
uation is encountered more than once,
that person will take the same action
each time.



With this general definition in place, we can
take a closer look at some aspects of the concept
which are important for the specific activity we
are interested in, viz. the tagging of text.

First of all, we have to distinguish between in-
ternal consistency and consistency with regard
to a defined standard (aka conformance). With
wordclass tagging, there is invariably some kind
of defined standard, e.g. in the form of a tagging
manual. In fact, the importance of the standard
is often taken to be such that deviations from
it are not just called inconsistencies, but that
the stronger term “errors” is used.! It is this
type of consistency which is measured in most
evaluations of the tagged material and which
is referred to with “correctness” or “accuracy”
percentages. However, wordclass tagging is also
assumed to correspond to a general descriptive
linguistic tradition (whether “theory neutral” or
not), which makes it very unlikely that any tag-
ging manual can ever really be complete. The
resulting friction between the (hopefully) clear
but necessarily incomplete tagging manual and
each tagger’s personal conception of the under-
lying linguistic tradition cannot but lead to in-
dividual decisions. In these cases it is impossi-
ble to evaluate the consistency with regard to
the standard, as the standard is partly incom-
plete (the manual) and partly not well-defined
(the linguistic tradition). Instead, we will have
to evaluate the internal consistency, i.e. the de-
gree to which the individual decisions have been
taken consistently.

The problem with the latter kind of evalu-
ation is that, in wordclass tagging, the con-
cept “same situation” can be taken at differ-
ent levels of granularity. When taken only in
the strictest sense, it would mean that the ex-
act same word is occurring in the exact same
context.? It is this sense which is used when,
during a tagging project, inter-annotator con-
sistency is measured. Several taggers are given

'Below, we will follow this choice of terminology and
use the term “error” for tags which are inconsistent with
regard to the standard, leaving the term “inconsistency”
for those cases where (the description of) the standard
provides no information on a “correct” tag and individ-
ual choices vary.

2Here, we take the context to be that which a human
annotator would use to make decisions. This ought to
be at least the whole sentence, but might well include
the surrounding paragraph or more.
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the same text and their taggings are compared.
This is useful for training purposes and improve-
ment of the tagging manual and is also a good
quality control mechanism if quality is seen in
relation to the manual (and possibly the more
exactly defined parts of the linguistic tradition).
It is not, however, very useful in the evalua-
tion of consistency between different parts of the
corpus. Barring exceptional situations, such as
news items which are repeated in several broad-
casts, it is extremely unlikely that there are mul-
tiple occurrences of the same word combined
with the same context. This is unfortunate,
as such occurrences would be extremely easy to
find, and hence compare, automatically.

Internal consistency is much more likely to be
expressed in terms of the same “type” of word
occurring in the same “type” of context. The
question, then, is if and how we can determine
which types of word in which types of context
are tagged differently from occurrence to occur-
rence. The position taken in this paper is that,
just as for the tagging process itself, the best
choice is a combined effort by man and ma-
chine. For the time being, only man has suffi-
cient knowledge of the actual aims of wordclass
tagging and the generalisation skills to deter-
mine which situations are indeed “the same”.
On the other hand, the number of situations to
be examined for inconsistency is much too large
for exhaustive treatment, so that some kind of
sampling is necessary. Seeing that random sam-
pling tends to reveal only the most frequent in-
consistencies (see below), we will have to use
the machine to select situations with a high po-
tential for inconsistency.

Now we may not have any algorithms ready
at hand which detect inconsistency, but there
are quite a number of algorithms which do the
opposite: machine learning algorithms are de-
signed to try to detect consistent behaviour in
order to replicate it. In the context of wordclass
tagging, machine learning algorithms come in
the form of tagger generators, which automat-
ically create tagging programs on the basis of
a tagged training set. If we had the ideal tag-
ger generator and a perfectly consistent training
set, the generated tagger should be able to repli-
cate the tagging in the training set completely.
This means that errors made by a generated
tagger must either be due to inconsistencies in



the training set or to insufficiency of the learn-
ing algorithm.®> With both causes, the situa-
tions in which errors are made can be assumed
to have a high potential for inconsistency: in
the first case, they are related directly to in-
consistencies; in the second, they are at least
non-trivial and hence possibly more error-prone
for humans as well. It would therefore seem to
be a good idea to focus the human evaluator’s
attention on those tokens for which an auto-
matic tagger’s output and the original tagging
disagree.

3 Tagger Generation

For the experiment in which we test this idea,
we use a new tagger generator, which is based
on the Weighted Probability Distribution Vot-
ing algorithm (WPDV; cf. van Halteren (To ap-
pear)). A tagger generated by this system goes
through the following steps:

1. Normally, the first step would be tokenisa-
tion. In our experiment, however, we use
the tokenisation as present in the original
tagging of the corpus, as this makes com-
parison much easier. This means, however,
that the intelligence embedded in the to-
keniser is disabled. The most important
example for the data at hand is that capi-
talised words in headings or at the start of
sentences are not decapitalised but treated
as is.

There is one area where we have to deviate
from the BNC tokenization. In the sam-
pler material, multi-token units, such as “in
front of”, are present as a group of tokens
which together receive one tag. As we want
to detect inconsistency in this grouping as
well, we translate such multi-token units to
sequences of separate tokens, each tagged
with a ditto tag. However, as no special
treatment is present for such sequences in
the tagger generator, they can be expected
to be responsible for a good number of er-
rors in the tagger output.

2. Next, the lexical lookup component at-
taches to each token a list of tags which
were observed with that token in the train-
ing set. Note that, as mentioned above, the

3The latter obviously in relation to the size of the
training set.
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token “The”, e.g. at the start of a sentence,
is different from the token “the”.

. For those cases where lexical lookup pro-

vides no or insufficient information, we fall
back on lexical similarity lookup. This
means that potential tags are generated by
a WPDV model, using the length of the
token, its pattern of character types (e.g.
“1980s” would be “one or more digits fol-
lowed by one or more lower case charac-
ters”) and its last three actual characters.
The output consists of all tags which, ac-
cording to this model, are at least 0.025
times as probable as the most probable tag
for the token.

. For tokens which were observed 10 times or

more in the training set, only the output of
the lexical lookup is used. For all other
tokens, the output of the lexical similarity
lookup is added. The resulting list of tags
is used in two ways. Throughout the tag-
ging process, the full list is used as a filter
on the potential tags for a token, i.e. even
if the context provides overwhelming evi-
dence that a specific tag should be used, the
tag is ruled out if it does not occur in the
list. Additionally, the most probable tags
in the list (up to three) are used to define an
ambiguity class (cf. Cutting et al. (1992))
for the token, which is used in the context-
dependent components. The lexical proba-
bilities of the tags are used only to deter-
mine the selection for presence (and rela-
tive position) in the ambiguity class. They
are not used in the context-dependent com-
ponents.

. In the main context-dependent components,

two WPDV models then determine the
most probable tag for each token on the ba-
sis of the (disambiguated) tags of two pre-
ceding tokens and the ambiguity classes of
the focus and two following tokens. The
difference between the two models is that
one follows the normal order of the tokens,
i.e. tags from left to right, while the other
uses reverse order, i.e. tags from right to
left.

. The final selection of the tag for each token

is determined by a WPDV model using the
suggestions of the two context-dependent



models for the focus and two tokens on ei-
ther side of it.

There are two reasons for the selection of this
particular tagger generator. First, an evalua-
tion with the same training and test set used by
van Halteren et al. (To appear) has shown this
tagging strategy to compare favourably with
other state-of-the-art tagger generators: 97.82%
agreement with the test set versus 97.55%
for TnT (Brants, 1999), 97.52% for MXPOST
(Ratnaparkhi, 1996), 97.06% for MBT (Daele-
maus et al., 1996) and 96.37% for the Brill tag-
ger (Brill, 1992).4

Furthermore, the use of WPDV allows leave-
one-out® application for all components® so that
the tagger can, without any additional effort, be
used in two different modes: a) with the test set
equal to the training set and b) with the test set
disjoint from the training set. In the first mode,
the tagger will have a very large amount of spe-
cific knowledge in each situation. We should ex-
pect errors under these circumstances to show
“hard” inconsistencies, such as the same word
receiving different tags in the company of the
same tags in the direct context. In the second
mode, the tagger is operating “normally”, as if
tagging unseen data. Here, we should expect
“soft” inconsistencies, more to do with types
of words and types of contexts than with ex-
act words and contexts. We should also expect
more errors due to tagger generator learning dis-
abilities here, and the resulting higher error rate
will force us to select a smaller fraction of the
errors for detailed examination.

“These percentages have been measured on a 115Kw
test set. This means that the 99% confidence intervals
are 97.71-97.93%, 97.43-97.67%, 97.40-97.64%, 96.93—
97.19% and 96.23-96.51% respectively.

5The normal way to test a tagger is by splitting the
available corpus into separate training and test sets, and
then train on the training set and test on the test set. In
this way the test is fair, as the test data has not not been
seen during training. The standard strategy is to split
the corpus into 10 parts, and to repeat the train-test
process 10 times, using each 10% part once as test data.
This is called 10-fold cross-validation. For some machine
learning systems, however, it is possible to (virtually)
remove the information about each individual instance
from the model(s) when that specific instance has to be
classified. This technique, called leave-one-out testing,
in effect allows total cross-validation, e.g. for the case at
hand one-million-fold.

SEven lexical lookup uses the WPDYV system, so that
we can use leave-one-out here as well.

ol

4 Tagger-Corpus Disagreement

When a tagger is generated from the written
text samples found on the BNC sampler CD,
and used to re-tag those samples in the two
modes described, we find an agreement rate of
99.45% when running without special measures
(i.e. test equal to train) and of 96.93% when
running with leave-one-out. In the first case,
there are 6326 errors, in the second 35563. As
we will want to compare the relative efficiency
of using one run or the other, we want to ex-
amine similar numbers of errors in each case.
Therefore, we take every 10th sentence for the
first set (615 errors) and every 50th sentence
for the second set (660 errors). Furthermore,
we choose the two sets in such a way that the
second set is a subset of the first one, so that we
can evaluate the relative recall of the different
runs. For the selected sentences, we examine
all tokens where disagreement occurs.” In ad-
dition, in order to simulate random sampling,
we take every 1000th sentence of the original
corpus. For these sentences, we examine every
single token (1210 tokens in total) for errors or
inconsistencies in the corpus tagging, but with-
out any reference to automatic tagger output.

Every disagreement (or observed error in the
third group) is classified as to whether tagger
and/or original corpus are right or wrong. Such
a right-or-wrong decision is only taken if the
tagging manual (or, as a backup, the linguis-
tic tradition) is clear on the subject.® If such
clarity does not exist, the full original corpus
is inspected to determine if one of the possi-
ble tags is chosen in a substantial majority of
instances of the same situation, in which case
that tag is assumed to be the correct one. The
resulting classification makes use of the follow-
ing four classes:

T Tagger error. The original corpus is correct,
the tagger is wrong.

B Benchmark error. The tagger is correct, the
original corpus is wrong.

"We ignore all other tokens. This means that, if there
are tokens which receive the same erroneous tag in both
original corpus and tagger output, these will not be ex-
amined, and the error will not be detected.

8As we are taking the point of view of the average
user, we use only the tagging manual that is found on the
BNC Sampler CD. No reference is made to other manuals
in the cLAws tradition, such as Johansson (1986).



Table 1: Assignment of blame for corpus-tagger
disagreement (see text for key).

T B | X I
full run 615 || 416 | 121 | 5| 73
leave-one-out 660 || 503 84 | 6 | 67
random sample | 1210 - 6 -118

X Extreme error. Both the original corpus and
the tagger are wrong.

I Inconsistency. The manual does not indicate
a single correct choice and the practice in
the corpus varies.

The number of times these classes are found in
each of the three examinations are listed in Ta-
ble 1.

Both examinations based on disagreement be-
tween automatic tagger and corpus provide a
high number of inconsistency-linked situations,
certainly much higher than that provided by
random sample examination. Which of the two
tagger runs is more useful depends on what we
intend to do with the results.

The most likely aim is the identification of all
erroneous tags and inconsistencies in the orig-
inal corpus. In this case, we are mostly in-
terested in recall and the leave-one-out run is
preferable. Assuming that the distribution of
classes remains the same throughout the corpus,
examination of all 35563 disagreements found
with the leave-one-out run would yield 4850
(90/660 of 35563) corpus errors and a further
3610 (67/660 of 35563) tokens which are cur-
rently tagged inconsistently and which there-
fore may also have to be adjusted. With the full
run, we would only have to check 6326 disagree-
ments, but this inspection would yield only 1296
errors and 751 inconsistent tags (1 in 3.7 and 1
in 4.8). We see comparable figures when we ex-
amine the part of the corpus which has been
checked for both runs:® only 25 of the 90 cor-
pus errors which are detected because they are
flagged by the leave-one-out run are also flagged
by the full run (1 in 3.6) and 15 of the 67 incon-
sistencies (1 in 4.5).!0 However, even the higher

9Remember that the 1/50 part of the corpus checked
for the leave-one-out run is a subset of the 1/10 part
checked for the full run.

0There is only one inconsistency flagged by the full
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recall of the leave-one-out run is insufficient to
find all erroneous tags and inconsistencies. In
the random sample, we spotted only 6 corpus
errors, but of those 6 only 2 are flagged by ei-
ther tagger run, and of the 18 spotted inconsis-
tencies, 9 escape unflagged.'!

However, the unflagged errors and inconsis-
tencies all show similarities in context with
errors and inconsistencies which have been
flagged. Therefore, we can adjust our proposal
and switch to a two-phase inconsistency deter-
mination:

1. use tagger disagreement to determine con-
texts where inconsistency occurs

2. examine all instances of those contexts in
the full corpus

With the revised strategy, recall is only interest-
ing with regard to the number of context classes
which are identified, and precision is more im-
portant, as it helps increase the efficiency of
the process. Furthermore, precision is also the
more important property if we do not intend
to identify and correct every individual error
in the corpus, but only want to get a general
impression of tagging quality. From Table 1,
it would seem that the full run has a higher
precision, as it contains 20.5% (126/615) er-
rors and 11.9% (73/615) inconsistencies, versus
13.6% and 10.2% for the leave-one-out run. In
the next section, we will examine whether it also
has sufficient recall as to the context classes we
want to identify.

5

Apart from classifying who is to blame for each
disagreement, we have also classified all dis-
agreements for the type of situation they rep-
resent, i.e. their inconsistency context class.
This classification has been done manually, and
it is here that the abovementioned need for
human knowledge and generalisation skills be-
comes very clear. As an example, where “be-
fore” in “just before the film began” is tagged
IT (preposition) instead of CS (subordinating
conjunction), we judge that it is a case of
generic preposition-conjunction confusion, and

Inconsistency Context Classes

run which is missed by the leave-one-out run. There are
no errors for which this is the case.

1 These numbers are too small for a statistically sen-
sible extrapolation to the whole corpus.



that there is no need for subclassification based
on the actual word in question or on the con-
text. However, where the same thing happens
with “as” in “such a stiff fabric as damast”
we decide that this disagreement belongs to
a more specific class (confusion for the word
“as”), since it is the comparison aspect of
“as” which leads to conjunction being prefer-
able to preposition. The creation of classes like
preposition-conjunction confusion could fairly
easily be done automatically, as they correspond
to specific tag (or tag group) confusions and
could be based on confusion lists and numbers
of times the confusion is found. However, finer
distinctions like “as”-confusion, or like confu-
sion for words ending in “-ing” when in noun-
modifying position, can best be decided on man-
ually.

The final result of the classification for the
examined disagreements is a list of 51 classes,
which is shown in Table 2, together with the
number of corresponding disagreements in the
different evaluations.'?

For most of the classes, we find corpus er-
rors, sometimes very unexpected ones, e.g. 4
of the 5 “single letter” errors are instances of
the personal pronoun “I” which are erroneously
tagged as proper noun. For some classes, only
tagger errors are found, but even these may be
traced back directly to corpus errors elsewhere,
e.g. the 2 “letter combination” errors are both
tagger errors but are clearly caused by 16 mis-
uses of the ZZ2 tag'? in the corpus, and the
consistent mistagging by the tagger of “in front
of” as preposition-noun-preposition instead of a
multi-token preposition is (at least partly) due
to a single such mistagging in the corpus. Only
rarely, e.g. with the confusion between present
tense verb and infinitive, does it appear that the
blame can be put entirely on the inability of the
tagger generator to learn to make the necessary
distinction.

This means that practically all classes are use-
ful for the strategy proposed above, and the tag-
ger runs hence have to flag instances of as many

121n those cases where a disagreement could be as-
signed to more than one class, the most specific class has
been selected, e.g. a potential location-indicating noun
(NNL) in noun-modifying position is classed as special
noun type rather than generic noun modifier.

13772 is meant for plural forms of letters, such as
but is also found for tokeuns like “AA”.

Uatg”
a’s”,
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classes as possible. Examination of the table
shows that both the full run and the leave-one-
out run provide 49 of the 51 classes. This would
indicate that either run can be used, as similar
numbers of inspected tokens yield similar num-
bers of classes. However, we would advise us-
ing a combination of the two as this is likely to
provide a more varied sample. Whatever sam-
ple of flagged tokens is used, after determining
the inconsistency classes, it will be necessary to
use specific searches on the whole corpus to de-
termine which words (and/or which contexts)
belong to those classes.

As an example, let us look at the “preposition
vs -ing participle” class. The two tagger runs
only show disagreements with “including”, “ex-
cluding” and “following”. However, a full search
shows that “barring”, “concerning”, “consider-
ing” and “regarding” are also tokens which are
sometimes tagged as preposition and sometimes
as participle. At least “concerning” and “bar-
ring” appear to have some corpus errors con-
nected to them. The situation is especially bad
for “barring”, where two of the three examples
are suspect: in “laws barring the manufacture
of cocaine” the tag II is chosen and in “barring
a disaster, the payout will be the same” the tag
VVG (ing-participle).'

6 Conclusion

The proposed method, generating a wordclass
tagger from the tagged corpus and comparing
its output with the original corpus, turns out
to be an efficient means of identifying inconsis-
tency in the corpus tagging. In both modes of
operation, without special measures and with
leave-one-out, a substantial percentage of dis-
agreements are linked to inconsistency.

If one intends to eradicate all errors and in-
consistencies, the method will have to be com-
bined with other types of sampling, as not all in-
stances are themselves flagged as disagreements.
However, these other types of sampling can be
based on a classification of contexts underlying
inconsistency. Determination of the classes in-
volved can be done by random sampling, but is
much more efficient when done on the basis of
the tagging disagreements.

11n the third example, at least, the wordplay “an un-
usual example of a gift barring Greeks” we find the cor-
rect tag, VVG.



Furthermore, if one decides that (some of the)
additional sampling is too labour-intensive,'®
inspecting and, where necessary, correcting ounly
the flagged tokens already provides a substan-
tial consistency improvement. Which type of
run to use for this probably depends on the
available manpower. The leave-one-out run pro-
vides the best recall of errors and inconsisten-
cies, but flags about five times more tokens than
the full run.

With both choices of run type, the reduction
of items to be checked is dependent on the qual-
ity of the generated tagger. For the corpus and
tagger generator used in this paper, the num-
ber of flagged tokens is relatively low, and cer-
tainly low enough to be manually re-checked
completely. For other tagged corpora or tag-
ger generators, the relative number may well be
higher, but we expect the method to be cost-
effective as long as the annotation is limited to
wordclass tagging. Something which has yet to
be investigated is whether the use of the same
tagger generator as has been employed during
the original tagging of the corpus might inter-
fere with the inconsistency detection. While
this is uncertain, it seems wise to alway use a
different type of tagger generator, which should
not be a problem, given the wide choice of avail-
able systems.

For other corpus annotation tasks, such as
word sense tagging or syntactic annotation, the
quality of machine learning systems tends to
be much lower. If the automatic re-annotation
method is to be used here, we strongly sug-
gest the use of several machine learning systems.
Preferably these are then combined, e.g. as de-
scribed by van Halteren et al. (To appear). If
the combination system is still too inaccurate
for a full inspection of all flagged items, the
best items to check will be those where all (or
at least a substantial majority of) the systems
agree, but disagree with corpus annotation. Af-
ter all, a wrong prediction by one or two systems
can easily be blamed on a learning disability on
the part of the systems, but the same wrong pre-
diction by a majority of the systems is a strong
indication that it is probably the corpus anno-
tation that is mistaken.

15E.g. there are 22900 instances of tokens which can
be either preposition or conjunction.
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Table 2: Classes of inconsistency contexts (errors made in both corpus and tagger are shown as B
and T rather than X, so that the sum of the blame types can be higher than the total count).

[ Context type | Full | Leave-one-out | Random |
special noun direction (ND) 2 (21) 5 (5I) -
types title (NNA and NNB) 2 (1117) 3 (1127) -
location (NNL) 13 (1B 12I) 20 (201) 2 (20)
time (NNT) 2 (27) 3 (2117) 1 (1)
measure (NNU) 3 (2B 1T) 6 (3B 2I2T) -
day or month (NPD and NPM) 2 (27) - -
capitalised word 38 (SB'5I26T) | 23 (10B5I12T) | 4 (1B 3I)
nominalised adjective 31 (8B 1I21T) | 19 (7B 12T) 2 (21
nominalised -ing form 18 (5B 4I 9T) 17 (4B 13T) 4 (1B 3I)
noun modifiers -ing form (JJ vs VVG) 22 (3B5I14T) | 23 (8B 5I11T) 1 (11)
or complements -ed form (JJ vs VVN) 32 (BB 9I'18T) | 35 (7B 51 23T) 1 (11)
-ed form of noun 1 (17) 3 (1B1I1T) -
ist form (JJ vs NN) 1 (1) 3 (3]) -
capitalised word 36 (5B5I27T) | 21 (5B 5I12T) |3 (31
other 25 (5B4I18T) | 23 (4B3116T) |1 (1B)
quantity-related number of noun 5 (2B 1I 3T) 6 (1B4I1T) -
quantification 16 (16T) 5 (587T) -
modifier of number 12 (2B 61 4T) 5 (2B 3T) -
verb tense -ed form (past vs part) 39 (2B 1I36T) | 33 (7B 3I 23T) -
base form (pres vs infin) 39 (397) 21 (217) -
other 9 (97) 8 (1B 7T) -
adverbs adjectives used as (JJ vs R) 19 (1B 187) 7 (2B 1I147) -
function of (RG vs RR vs RP) 6 (67) 4 (1B 3T) -
prepositions Vs conjunction 24 (5B 2I16T) | 13 (8B 5T) -
vs verb particle 18 (1B 1116T) | 21 (1B 20T) -
vs locative adverb 2 (27) 3 (37) -
vs verb participle 2 (1117) 1 (17T) -
difficult words as 10 (1B 9T) 12 (3B 97T) -
his and her 4 (4T 1 (17T) -
once 3 (1B 2T) - -
one 7 (IB1I5T) | 1 (IT) 1 (1B)
s 2 (27) 4 (2B 2T) 1 (1B)
s0 2 (2B'1T) 3 (1B 2T) -
that 6 (2B 4T) 2 (1B 1T) -
there 3 (1B 2T) 1 (1B) -
to 8 (1B 7T) 10 (1B 9T) -
when and where 6 (1B 5T) 8 (4B 4T) -
not English words capitalised foreign word - 9 (8I1T) -
foreign word 9 (1B 3I5T) 10 (416T) -
formula vs digit-letter 7 (5B 3T) 9 (7B 2T) -
single letter (ZZ1) 3 (1B 2T) 5 (4B 1T)
letter combination (ZZ2) - 2 (27) -
multi-token units  unrecognised 30 (2B 2126T) | 69 (2B 67T) -
falsely recognised 17 (8B 9T) 4 (2B 2T) 2 (21)
impossible tag capitalised words 6 (1B 5T) 7 (2B 5T) -
for token other 30 (4B 26T) 25 (8B 17T) 1 (1B)
miscellaneous untaggable words (FU) 1 (17) 11 (117T) -
strange spelling 8 (1B 8T) 14 (5B 11T) -
capitalised words 18 (18T) 14 (1B 13T) -
noun-verb confusion 48 (2B 46T) 51 (7B 44T) -
other 13 (137) 12 (3B 97T) -
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1

There is an increasing number of linguists in-
terested in large syntactically annotated cor-
pora (treebanks).! Such corpora can serve as
a base for statistical applications and, at the
same time, may be used in theoretical lin-
guistics as a source for investigations about
language use.

The most important treebank nowadays
is the Penn Treebank (Marcus et al., 1993;
Marcus et al., 1994). Many statistical tag-
gers and parsers have been trained on this
treebank, e.g. (Ramshaw and Marcus, 1995;
Srinivas, 1997; Alshawi and Carter, 1994).
Furthermore, context-free and unification-
based grammars have been derived from the
Penn Treebank (Charniak, 1996; van Gen-
abith et al., 1999a; van Genabith et al.,
1999¢; van Genabith et al., 1999b). These
parsers, trained or created by means of the
treebank, very successfully parse unseen text
with respect to correct POS tagging and
chunking, and hence can be applied for en-
larging the treebank.

However, the situation is different for lan-
guages other than English. Ongoing projects
are still in the process of building treebanks,
e.g. for German (NEGRA corpus (Skut et
al., 1997), now continued in the TIGER
project; the German treebank in Verbmo-
bil (Stegmann et al.,, 1998)), for Czech
(The Prague Dependency Treebank (Hajic,

Introduction

T would like to thank an anonymous referee for
helpful comments on an earlier version of this pa-
per.

The work reported here has been partially funded
by the Deutsche Forschungsgemeinschaft, project
TIGER.
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1998)); for French (Abeillé et al., 2000). In
consequence, the base that parsers could be
trained on is still more or less missing. Hence
alternative ways of corpus annotation that
are not based on statistical parsers may be
investigated.

The NEGRA/TIGER corpus consists of
German newspaper texts. Currently about
30.000 sentences are annotated with depen-
dency structures. Large parts of the anno-
tation are performed by human annotators
supported by the tool annotate that inte-
grates a partial parser and a part-of-speech
tagger (Brants, 2000Db).

As one part of the TIGER project, it is in-
vestigated to what extent a symbolic gram-
mar can be applied in annotation. In this ap-
proach an existing symbolic LFG grammar is
used to parse the corpus. After parsing, dis-
ambiguation has to be supported manually.
First results of this approach are the topic of
this paper.

2 Annotation by Grammar
2.1

In the approach presented in this paper,
a broad coverage symbolic LFG grammar
(Lexical Functional Grammar, (Bresnan,
1982)) is used to parse the corpus. Usually,
the grammar output is ambiguous. Disam-
biguation is done partly manually, partly by
a grammar internal ranking mechanism. Fi-
nally, the correct reading is saved in PRO-
LOG format.

In our application, a transfer component
will convert the PROLOG output into the
NEGRA export format (Brants, 1997; Kuhn
et al., 2000), or into other representation for-

Scenario



mats such as an XML-based encoding format
(Mengel and Lezius, 2000).

In the following sections, LFG parsing
and disambiguation is presented, followed by
some remarks on grammar coverage and ro-
bustness, and annotation accuracy. To illus-
trate these remarks, parsing results are pre-
sented in the final section.

2.2 Representations in LFG

The LFG grammar applied in parsing has
been developed using the Xerox Linguis-
tic Environment (XLE). The output of an
LFG grammar basically consists of two rep-
resentations, the constituent structure (c-
structure) of the sentence being parsed,
and its functional structure (f-structure),
containing information about predicate-
argument-structure, about attachment sites
of adjuncts, and about tense, mood etc. In
figure 1, c- and f-structure for Maria sieht
Hans (‘Maria sees Hans’) are displayed.

In case of an ambiguous sentence, XLE al-
lows for “packing” the different readings into
one complex f-structure representation. All
features are represented only once; feature
constraints that only hold in one of the read-
ings are marked by variables. The result is
an f-structure that is annotated with vari-
ables to show where alternatives are possi-
ble.

In figure 2, the alternative c-structures for
Maria sieht Hans mit dem Fernglas (‘Maria
sees Hans with the telescope’) are displayed.
The readings differ with respect to the at-
tachment site of the PP mit dem Fernglas,
either dominated by VP or by NP.

Figure 3 shows the corresponding f-
structures, combined in a single f-structure.
The PP’s f-structure, embedded under the
feature ADJUNCT, is displayed only once.
In the example, variables a:1 and a:2 indi-
cate the alternative attachments.

The correct reading is selected by a human
annotator after parsing. Selection is done
either by picking the correct c-structure tree
or by clicking on the respective variables in
the f-structure.?

2XLE provides various browsing tools applying
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2.3 Semi-automatic Disambiguation

In the scenario sketched above, disambigua-
tion is exclusively done by a human annota-
tor. In fact, however, XLE provides a (non-
statistical) mechanism for suppressing cer-
tain ambiguities automatically. The mecha-
nism consists of a constraint ranking scheme
inspired by Optimality Theory (OT) (Frank
et al., 1998). Each rule and each lexicon en-
try can be marked by so-called OT marks.
When a sentence is parsed, each analysis is
annotated by a multi-set of OT marks. The
OT marks keep a record of all rules and lex-
icon entries being used during the parse to
arrive at the analysis in question. The gram-
mar contains a ranked list of all OT marks.
When an ambiguous sentence is parsed, the
OT mark multi-sets of all readings compete
with each other. A multi-set containing a
higher ranked OT mark than another multi-
set is filtered out.

An example is given in (1). In German,
the subject as well as the object can occupy
the first position (1a,b). If neither the sub-
ject nor the object is overtly case marked,
both readings are possible in principle (1c).
But in fact, the order subject — object is
far more frequent. Hence the second read-
ing can be suppressed by an OT mark. Note
that this does not generally exclude objects
in first position — as soon as objects are case-
marked in an unambiguous way, they are not
suppressed any more.

(1) der Hans sieht Maria.
the(nom.) H. sees M.

‘Hans sees Mary.’

a.

den Hans sieht Maria.
the(acc.) H. sees M.

‘It is Hans that Mary sees.’
Hans sieht Maria.

H. sees M.

‘Hans sees Mary.” (preferred)
‘It is Hans that Mary sees.’

to c-structure as well as to f-structure which can be
used for manual disambiguation (cf. (King et al.,
2000) where these tools are described extensively).
This is similar to the syntactic and semantic sen-
tence properties that are displayed by the disam-
biguation tool “TreeBanker” (Carter, 1997).



Cs1 ROOT
CP[std,—dep] PERIOD
NP[std] Cbarf[fin]
NPap VI[v,fin] VP[v,=h,inf]
NAMES Vmorphlv,fin] NP[std]
Cat[nTme] sieht NP|ap " Mlaria sieht Hans. "
H[name] NAMES [PRED " sehen<[1:Maria] , [10l:Hans] >
STMT-TYPEdecl
| | TNS-ASP  [MOODndicative ~, TENSEpres ]
NAMEbase Cat[name] PRED * Maria ’
| | SUBJ NTYPE NAME-TYPHirst ]
Maria H[name] 1|PERS3, GENDfem, CASEnom NUMsg
| PRED ' Hans' '
NAMEbase OBJ NTYPE NAME-TYPHirst ]
| 27 101|PERS 3, CASEacc, GENDmasc, NUMsg_
Hans
Figure 1: c- and f-structure for Maria sieht Hans
Cs 1 ROOT CS 2: ROOT
CP[std,—-dep] PERIOD CP[std,—dep] PERIOD
NP[std] Cbar[fin] NP[std] Cbar[fin]
NPap VI[v,fin] VP[v,=h,inf] NPap VI[v,fin] VP[v,—h,inf]
NAMES Vmorph[v,fin] NP[std] VP[v,=h,inf] NAMES Vmorphlv,fin] NP[std]
Cat[name] sieht NPap PP[std] Cat[name] sient  NPap PP[std]
H[name] NAMES P[prae] NP[std] H[name] NAMES P[prae] NP[std]
NAMEbase Catlname] mit DETP[std] NPap NAMEbase Catlname] mit DETP][std] NPap
Maria H[name] D[std]  Cat[noun] Maria H[name] D[std]  Cat[noun]
NAMEbase dem COMPD[noun] NAMEbase dem COMPD[noun]
Hans Fernglas Hans Fernglas

Figure 2: c-structures for Maria sieht Hans mit dem Fernglas

In those cases where the correct reading is
erroneously suppressed (if, for example, the
correct reading does have an object without
case-marking in first position), the relevant
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OT mark can easily be deactivated by the
human annotator.

In the ambiguous example presented in
2.2, two readings in fact have been sup-



" Maria sieht Hans mit dem Fernglas.

[PRED ' sehen <[5:Maria] [103:Hans] >’
STMT-TYPEdecl|
TNS-ASP  [MOODndicative ~, TENSEpres ]
a:2 PTYPE adj-sem
PRED ' mit <[151:Glas] >’
ADIJUNCT PRED’ Glas’
OBJ  |MOD {201 [PRED’ FernJ}
128 151 |PERS 3, CASEdat, GENDneut, NUMsg
[PRED ’ Maria ’
SUBJ NTYPE [NAME—TYPEﬁrSt ]
5|PERS 3, GENDfem, CASEnom NUMsg
[PRED ' Hans’
NTYPE [NAME-TYPHirst ]
08 ADIUNCT[ ( a:l [128:mif ) |
29 103|PERS 3, CASEacc, GENDmasc, NUMsg

Figure 3: Packed f-structure for Maria sieht Hans mit dem Fernglas

pressed by this mechanism. Without OT
marks, the f-structure for Maria sieht Hans
mit dem Fernglas contains two additional
analyses with Hans as subject, cf. figure 4.

Very often, however, the OT mechanism
does not help to determine the correct read-
ing, e.g., when adverb attachment is in-
volved. In these cases, the parser outputs
all remaining readings, and disambiguation
has to be done manually.?

2.4 Coverage and Robustness

For building large annotated corpora, con-
secutive sentences have to be parsed. Thus,
coverage and robustness of the grammar
used for annotation is important.
Statistical approaches clearly cope better
with free, random text than symbolic ap-
proaches. On the one hand, statistical tag-
gers and parsers are able to analyze defective
input such as sentences containing typing er-
rors or even ungrammatical sentences. On
the other hand, they can provide analyses
for rare constructions without getting into

3In (Riezler et al., 2000), a statistical model ap-
plied to an LFG grammar for German is presented
that may be used to support manual disambigua-
tion.
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ambiguity problems when parsing ordinary
sentences — in these cases, rare construction
rules are suppressed automatically.

In contrast, parsing by a pure (i.e. non-
statistical) LFG grammar yields deep and
detailed analyses but at the cost of lower
coverage and robustness. Purely symbolic
parsing therefore requires text preprocess-
ing. Typing errors and other shortcom-
ings must be corrected, special constructions
like newspaper headers have to be marked.
For an optimal result, proper nouns such as
names of people, organizations, etc. should
be listed in a lexicon.

However, even after the best possible text
preprocessing and lexicon completion, there
will certainly still be constructions that are
not parsed by the grammar, e.g., construc-
tions like ellipses and non-constituent coor-

4Especially in the domain of speech data pro-
cessing, much research has been devoted to robust
parsers. (Rosé and Lavie, To appear) show that even
with a symbolic LFG-style grammar, the parser’s
flexibility can be increased to cope with word skip-
ping, insertions, etc. However, since this increases
the amount of ambiguity, a statistical disambigua-
tion is a prerequisite — which we do not have cur-
rently.



" Maria sieht Hans mit dem Fernglas.

[PRED ' sehen <[29-SUBJ:Hans] , [29-OBJ:Hans] >’
STMT-TYPEdecl
-_<{ a3 |al} [5:Maria] >
SUBJ '[<{ a4 | a2} [103:Hans] >
oBJ [{a4|a2} [5:Maria] >
“I<{a:3|al} [103:Hans] >
TNS-ASP  [MOODindicative ~, TENSEpres ]
a3-4 PTYPE adj-sem
PRED ' mit <[151:Glas] >’
ADJUNCT PRED’ Glas’
0BJ  |MOD {201 [PRED’ FenJ}
- 128 151|PERS 3, CASEdat,
[PRED '’ Maria ’

<{a4d|a2 >)
CASE [:[4 a:3 I a:l i ﬁg?w]]

NTYPE [NAME-TYPHirst ]
IPERS 3, GENDfem, NUMsg

%))

[PRED ' Hans’
_(<{a3|al} acc>)
CASE [‘[<{ ad|a2} nom>]]

NTYPE [NAME-TYPHirst ]
ADJUNCT[ ( ai1-2 (128:mif] ) |

GENDneut , NUMsg

Figure 4: f-structure for Maria sieht Hans mit dem Fernglas, no OT filtering

dination. These constructions are problem-
atic since adding the respective rules raises
the number of (unwanted) ambiguities for
nearly all sentences, and, in addition, it has
a negative impact on parsing efficiency.’
Clearly, bad coverage and robustness is a
problem for grammar-based corpora annota-
tion. XLE provides a special mechanism to
improve coverage and robustness. Certain
rules or restrictions can be marked by spe-
cial “STOPPOINT” OT marks. If a sentence
is now parsed, these rules or restrictions are
ignored. Only if the first parse fails are these
rules or restrictions activated and a second
parse is started. In this way, rules for rare
constructions can be added and restrictions
(for instance, on agreement) can be relaxed,
without causing serious ambiguity problems
for ordinary sentences. Currently we use
STOPPOINT OT marks for verb participles

®Note that non-constituent coordination can be
handled in LFG in an elegant way (Maxwell and
Manning, 1996). So again, the problem is one of
ambiguity management.
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used adverbially or in copula constructions.
Many of them actually are lexicalized (like
dringend ‘urgent’, verrickt ‘crazy’) but nev-
ertheless may be missing from our lexicon.
Hence we allow for these participles in gen-
eral in a second parse, without getting ad-
ditional readings for each sentence in ana-
lytic past tense, i.e. containing an auxiliary
plus participle. Further research has to show
how to apply this mechanism in an optimized
way.

2.5 Accuracy

With respect to accuracy, a grammar-based
annotation performs well. We mention three
aspects of the approach presented here that
support accuracy of annotation.

First, an analysis by an LFG grammar is
syntactically consistent, otherwise the parse
would have failed. For example, LFG analy-
ses never contain inconsistencies such as the
following: missing subject-verb agreement;
words tagged as infinitive but functioning as
the head of a finite clause; the head of a NP
tagged as nominative but the NP function-



ing as an accusative object; etc.

Second, the grammar certainly is not
error-free and grammar internal errors may
carry over to the analyses but these errors
are systematic. If, for example, a proper
noun like Kohlis not listed as a name in the
grammar’s lexicon, all analyses of sentences
about the person Helmut Kohl falsely con-
tain the reading of Kohl as a common noun
(‘cabbage’). But once the error is detected in
one analysis or in the grammar itself, it is of-
ten possible to automatically track down all
other instances of the same error occurring
previously in the annotation. Note, however,
that such errors may be difficult to detect.

Third, manual disambiguation of LFG
analyses usually does not impair accuracy of
the annotated corpus, since in many cases,
disambiguation is guided by prominent prop-
erties.  When picking the correct read-
ing, the human annotator can make use of
clear, prominent properties of the analyses,
namely constituent structure and predicate-
argument-structure.

2.6 Some Performance Data

To illustrate the findings of the preceding
sections, we present some figures indicating
the grammar’s performance. Note, however,
that the grammar has not been tuned or
trained with respect to the corpus.

In a first experiment, 2000 sentences
from the TIGER corpus (German newspa-
per texts) were parsed. In a first pass, the
text was parsed without any preprocessing
(except for splitting the text into sentences).
In a second pass, header markers were added
and quotes were removed (since the gram-
mar currently does not accept quoted text;
the quotes can be easily recovered after pars-
ing).® These text modifications were done
automatically. The grammar performance
improved considerably, cf. rows 1 and 2 in
figure 5.

6Quotes are problematic for several reasons:
They are ambiguous and either mark direct speech
or quote material in the running text. Quotes do not
always correspond to constituents boundaries and
matching pairs of quotes may be distributed over
distinct sentences.
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Then the grammar was partly rewritten
with two major modifications: first, the
grammar was tuned for efficiency (without
affecting coverage); second, PP and adverb
attachment were allowed in a more general
way than in the previous grammar version.
This increased coverage as well as ambiguity,
as can be seen in the third row, reporting
about 6000 sentences (preprocessed in the
same way as in the second pass).

The first column shows the number of sen-
tences in the test corpus, the second column
shows the number of sentences that got a
parse (without checking for correctness). As
can be seen, in the first pass only 28% of
the sentences were parsed as opposed to 40%
after some text preprocessing. After some
general grammar modifications, 47% were
parsed.”

The third column contains the number
of analyses or readings per parsed sentence.
Only readings that were not filtered out by
the XLE internal disambiguation mechanism
are taken into account (hence “optimals”).
Both average as well as median are given. As
can be seen from figure 5, in the third pass
the average number of readings increased
massively. But nevertheless the median is
2, so most of the sentences are still easy to
disambiguate manually. Note that in this
experiment, it was not checked whether the
correct reading was among the analyses.

The forth column reports about the num-
ber of analyses that were suppressed by XLE
disambiguation (hence “suboptimals”).

Finally, average parsing time and number
of tokens per sentence are given.

In a second experiment, 300 sentences
were parsed and the analyses were evaluated.

"We are only aware of one sentence-based evalu-
ation involving a grammar with comparably deep
analyses: without tuning, the XTAG grammar
parsed 39.09% of 6364 sentences (< 15 words long)
from the Wall Street Journal with an average of
7.53 analyses per sentence (Doran et al., 1994).
Other evaluations usually measure performance be-
low sentence level, such as chunking or (super)-
tagging (Srinivas, 1997; Ramshaw and Marcus, 1995;
Brants, 1999), and hence are not comparable with
our grammar that does not yield partial analyses

(vet).



#sentences parsed optimals | suboptimals | time(sec) | #tokens
O Med O Med | O Med 9]
1. 2000 553 (= 28%) | 7 2| 1689 7117 1.8 15.5
2. 2000 809 (= 40%) | 6 2| 3480 10 | 17 1.8 15.3
3. 6000 2833 (= 47%) | 28 2| 34331 18 | 14 1.9 16.0

Figure 5: LFG parsing results for German newspaper sentences

160 sentences were parsed by the grammar;
among these, 120 parses contained the cor-
rect reading (the correct reading had to be
part of the “optimal” analyses), cf. figure 6.

We also did some preliminary evaluation
of the errors.

e 10% of the sentences were not parsed
because of gaps in the morphological an-
alyzer.®

4% of the sentences failed because of
storage overflow or timeouts (with lim-
its set to 100 MB storage and 100 sec-
onds parsing time).

More than 30% of the sentences failed
because gaps in the lexicon, which are
mostly due to missing subcategorization
frames.’

We decided not to manually disambiguate
sentences that get more than 20 analyses.
This is the case for 5.8% of the sentences.

8We use a guesser mechanism for capitalized
words that also handles genitive and plural inflec-
tion. All morphological failures are due to non-
capitalized unknown words or else capitalized words
containing strings other than characters or numbers.

9The base lexicon is mainly extracted automati-
cally from corpora (Eckle-Kohler, 1999) and mostly
consists of subcategorization frames (in the TSNLP
format). There are 14.000 verb lemmata with 28.500
frames (115 different frames); 1100 adjective lem-
mata with 1650 frames (17 different); 780 noun lem-
mata with 970 frames (3 different). The TSNLP
frames are converted automatically into an LFG for-
mat (Broker and Dipper, 1999).
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With this restriction, a trained human anno-
tator disambiguates about one sentence per
minute on average.’

To sum up the findings of this section: in
the short-term, these data suggest the ne-
cessity of the following: further text prepro-
cessing such as correction of typing errors;
completion of the grammar’s lexicon by ex-
tracting unknown words from the corpus.

However, in the long-term, we will have to
apply statistical disambiguation. This will
allow us to include robustness mechanisms.

In the meantime, the remainder of the sen-
tences that have not been correctly parsed by
our grammar are annotated by means of the
tool annotate.

3 Conclusion and Outlook

We have presented first results in syntac-
tic annotation of a large German corpus
by a symbolic LFG grammar. On average,
the grammar parses 47% of the sentences.
Among these, 75% contain the correct read-
ing. Disambiguation is done partly by the
XLE internal ranking mechanism. Remain-
ing ambiguities (median: 2) are solved by
a human annotator. This takes about one
minute per sentence with an average length
of 16.0 tokens.

By means of a transfer component, LFG
representations can be converted into canon-

10This result is very similar to that reported in
(Brants, 2000a), where a trained annotator needs
on average 50 seconds to annotate a sentence with
an average length of 17.5 tokens.



#sentences parsed correct reading
among optimals
300 160 (= 53%) 120 (= 40%)

Figure 6: Evaluation of 300 sentences

ical treebank formats.

Coverage and robustness are weak points
in grammar-based annotation. The perfor-
mance data presented in 2.6 point to a need
to further exploit text preprocessing and to
complete the grammar’s lexicon. In the
longer term, however, statistical disambigua-
tion and robustness mechanisms such as re-
laxation of certain restrictions have to be in-
vestigated.
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Abstract

This paper describes a specific part of the
Prague Dependency Treebank annotation, the
step from the surface dependency structure
towards the underlying representation of the
sentence. The first section explains the
theoretical basis of the project. In Section 2 all
the procedure of converson to the
tectogrammatical structure is summarized and
Section 3 presents in detail the present stage of
the automated part of the conversion procedure.

1 Introduction

A semi-automatic syntactic annotation of a part
of the Czech National Corpus in the Prague
Dependency Treebank (PDT) has among its
ams the possbility to check the theoretical
approach  chosen  (Functional  Generative
Description, see [2]), as well as to establish a
basis that could serve as a suitable starting point
for a large-scale monographic analysis of the
numerous problems of the sentence structure in
general and of the grammar of Czech in
paritcular which still require empirical research.
Such an analysis is expected to be helpful at
least in three respects:

(i) to make a relatively complete description of
Czech into aredistic task,

(ii) to fill lacunes present in the prelimnary form
of the annotation procedures formulated up to
now, and

(iii) to proceed towards a procedure that would
be automatized to amaximally high degree.

We do hope that our paper may be useful in
attracting more attention not only to the need of
an annotation reaching the underlying sentence
structure (rather than just the usual ’surface-
structure’ parsers, which may help in natural
language processing, athough not that much in
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achieving the aims of a theoretica linguistic
description), but also to a deep-reaching
comparison of different approaches to syntax.
We are convinced that dependency-based syntax
with its maximally economical tree structures
may be of particular interest for the aims of
contemporary computational linguistics. This
holds especially of an approach in which
function words are classed together with
inflectional morphemes as corresponding to
indices in complex node labels, rather than to
specific nodes, and in which also other aspects
of the underlying, tectogrammatical, structure
are established. Moreover, a comparison of the
problems concerned in syntactic annotation
procedures for languages of different types
certainly can be important if genera theories of
language description are looked for and
compared with each other; such a theory should
show the core of linguistic structure to be
economical enough both to help explain the
easiness of mother tongue acquisition and to be
implementabl e in computers.

A language with rich inflection and with a high
degree of "free" word order, such as Czech,
cannot be handled by primarily using cues based
on cooccurrence with neighboring items, but
requires  specific  procedures for  the
disambiguation of morphemic units
(prepositional and simple case forms, agreement
forms, etc.), which hardly could be fully
automated. The work on such procedures has led
to our conviction that many insights of classical
structural linguistics may still be highly useful,
athough they have not been duly reflected in
theories using an approach based on
constituency (that originated with Bloomfieldian
descriptivism). Considering syntactic
dependency (which is being developed on the
basis of the work of L. Tesniére) to constitute
the primary layer of sentence patterns, we work



with a structure that corresponds to extremely
flat constituency patterns, and we use no
nonterminals in the dependency trees. Instead of
notions such as NP or AP, the dependency
approach  shows just items dependent
(immediately or not) on a noun or an adjective,
respectively. A  detailed discusson of
tectogrammatics, which cannot be included into
the present paper, can befound in[2], [4].

The following strategy of annotation has been
found useful, and this may hold aso for many
other languages. The first phases of the
annotation of PDT are (i) the morphemic
representations and (ii) the dependency trees on
an intermediate (‘surface’) analytic levd, i.e
analytic tree structures (ATSs, see[1]), where (i)
has to use a combination of statistical and
structural methods to obtain a reliable automatic
treatment, and (ii) has to be carried out
manually. While (i) and (ii) have been discussed
elsewhere, the present paper is devoted to a
subsequent phase (iii), the transduction
(conversion) from ATSs to (underlying) syntax
itself, i.e. to tectogrammatical representations,
which should be provided for 10 000 sentences
during the year 2000 (at its start, 100 000
sentences have obtained their ATS annotations).

The main points of the transduction include:

(@) deleting those nodes of the ATSs which
correspond to function words and to most
punctuation marks, with an indication of their
functions in the form of indices of the
corresponding lexical (i.e. autosemantic, rather
than auxiliary) occurences; as an exception, we
use nodes for coordinating conjunctions (as
heads of the coordinated constructions), thus
working with underlying representations in the
specific form of ‘’tectogrammatica tree
structures' (TGTSs); (b) assigning every lexical
occurrence the appropriate syntactic functors
(which distinguish more than 40 kinds of
syntactic relations, i.e. of kinds of valency dots,
e.g. PAT (patient or objective), ADDRessee,
LOCative, MANNer) and morphologica
grammatemes (marking the values of tense,
aspect, modalities, number, etc.), as well as
syntactic grammatemes (values such as 'in, on,
under, among’ with Locative or Directional);
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(c) restoring those nodes of TGTSs which are
deleted in the surface form of the input
sentences,

(d) indicating the position of every node in the
topic-focus articulation (TFA) with a scale of
communicative dynamism, represented as
underlying word order (see [2], [3] for a
discussion of TFA).

2 Automatic partsof transduction:

The transduction from ATSs to underlying trees
has the following three parts, the first of which
is discussed in more detail in Section 3:

(i) an automatic "pre-processing’ module,

(i) a manual part, which changes the analytic
functions (esp. Subject, Object, Adverbial,
Attribute), into corresponding functors (only the
most basic cases are changed automatically);
nodes for the deleted items are 'restored’ (mostly
as pronouns); the TFA indices for focus,
contrastive and non-contrastive topic are
specified; a 'user-friendly’ software enables the
annotators to work with diagrammatic shapes of
trees,

(i11) a subsequent automatic module adds first of
al

(a) information on the lexical values of restored
nodes in unmarked cases in which the (marked)
values have not been specified in (ii): esp. in
coordinated constructions the values of the
(symmetric) counterparts in the given
construction are added;

(b) certain values of syntactic grammatemes
(esp. where a preposition allows for a reliable
choice);

(c) at the same time, the gender and number
values are cancelled whenever they only indicate
agreement (as with adjectives in most positions),
and

(d) the remaining nodes corresponding to
commas, dashes, quotes, etc. are del eted.

In the next months, the automatic procedure is
supposed to be enriched in various respects,
such as the build-up of the lexicon (with entries
including the valency frames), word derivation,



and the degrees of activation of the 'stock of
shared knowledge,” as far as derivable from the
use of nouns and pronouns in subsequent
utterances. Severa types of grammatica
information, e.g., the disambiguated values of
prepositions and conjunctions, can only be
specified after further empirical investigations,
in which, whenever possible, also statistica
methods will be used. In any case, the annotated
corpus will offer a suitable starting point for
monographic elaboration of the problems
concerned.

3 The first part of the automatic
transduction

3.1 TGTSdescription

Every node of the TGTS contains all the
information inherited from the ATS, and new
attributes are added.

Thetrl enma attribute contains the lemma of

the node. Thet r | emma of a single node (even

if the node is hidden, i.e. marked as absent in the

TGTS) isequa to its analytical lemma assigned

in the ATS. The compound nodes that represent

more than one word of the surface sentence are
assigned thet r | enma attribute in the following
way:

* Verba nodes: lemma of the autosemantic
(lexica) verb.

e Compound prepositions, conjunctions and
numeratives: t r | enmra is composed of the
lemmas of the parts of the item (eg. the
three nodes representing numerative 1150
‘tisic sto padesét’ are joined into one node
witht r | emra = ‘tisic_sto_padesat’).

* Newly added nodes are assigned either
proper lexical values (in case of filled
deletions - mostly pronouns), or technical
lexical values, such as‘Gen’ for the general
participant, ‘Cor’ for the coreferential node
of acontrolee, or ‘Neg' for negation.

The morphological grammatemes are captured
using the attributes of: gender, number, degree
of comparison, tense, aspect, iterativeness,
verba modality, deontic modality, sentence
modality.

Next to the morphological grammatemes there
are attributes describing the position of the node
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at the tectogrammatica level: topic-focus
articulation, functor, syntactic grammateme,
type of relation (dependency, coordination,
apposition), phraseme, ddetion, quoted word,
direct speech, coreference, antecedent and some
other, technical attributes. The attribute
‘function word (fw)’ is used for storing the
preposition or conjunction of the word for the
later resolution of the syntactical grammatemes.
The attributes ‘deep order (dord)” and
‘sentence order (sentord) are used to
digtinguish between the sentence surface word
order and the deep word order.

3.2 Thestepsof the procedure

3.2.1 Auxiliary verbs, i.e. ver bnod attribute

The verb is conjoined with its auxiliary nodes
into a complex value of a single node, placed in
the highest position in the relevant subtree. All
AuxV nodes are hidden. The verb is assigned the
values of the grammatemes of tense and verb
modality on the basis of the lexical values of
these auxiliary nodes. The lemma of the
autosemantic verb is put into the trlemma
attribute of the remaining node, which is
assigned the grammateme values depending on
the AuxV dependent nodes.

The tables below show what assignments are
made in the automatic procedure for the verbal
node. Table 1 contains the rules applied to the
nodes for autosemantic verbs, the rules are
captured in the table rows in the sequence they
are being used. If all the conditions are fulfilled
for some node, the rule is applied. E.g. the
second row of the table reads as follows: If the
verb daughter node is labelled either with the
lemma “byt” or“by”, disregarding the possible
presence of “se” (which was already handled by
rule 1), and the morphological tag of the verb
begins “VR" (symbol for preterite tense), then
assign the verb attribute t ense the value ANT.



Presence of dependent nodewith | Morph.

tag of

Assigned
lemma attributes

theverb

no | byt

(to be)

by
(cond.)

se, f=AuxT

trlemma

= attach
‘s to the
trlemma of the
verb

yes

no no VR tense=> ANT

no no VU tense => POST

no no other tense => SIM

g Bl W N

tense=> SIM
verbmod =>
CDN

no yes

tense=> ANT
verbmod =>
CDN

yes yes

yes no tense => ANT

Table 1. Verbs
Examples:

(i) oteviel. VR se AuxT =>
trlemma=otevrit_se (rule 1)
tense=ANT (rule 2)

E: (it) opened

(i) uéil. VR by.AuxV se AuxT =>
trlemma=ucit_se (rule 1)
tense=SIM, verbmod=CDN (rule 5)

E: (he) would learn

(it1) byl. AuxV by.AuxV spal.VR =>
trlemma=spat
tense=ANT, verbmod=CDN (rule 6)
E: (he) would have slept

(iv) mohlajsem byt (ja) spatiena
trlemma=spat¥it
tense=ANT (rule 7)
deontmod=POSS

E: (1) could have been seen

3.2.2 Modal verbs, i.e. deont nod attribute

The modal verb is merged with the autosemantic
verb depending on it in the ATS. The
transduction procedure consists in three steps:
the tree is rearranged in that the moda verb
depends on the autosemantic verb, the value for
the attribute deontmod of the latter verb is
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assigned its value according to the lexical value
of the modal verb, and the modal verb node is
deleted.

Modal | English | Auto- f of deont nod
verb trand. | semantic theverb | assigned
verb form

chtit want infinitive object VOL

muset must DEB

moci, can POSS

da_se

smét be PERM
allowed

umét, can infinitive object FAC

dovést

mit should infinitive object HRT

Table 2. Modal verbs.

3.2.3 Prepositions and conjunctions, i.e. fw
attribute

Every preposition node is deleted and its lexical
value is stored in the attribute f w of the noun.
The preposition will be used for the future (at
least partly automatized) determination of the
value of the syntactic grammateme of the noun.

Every subordinating conjunction node is deleted.
Its lexical value is stored in the f w attribute of
the head verb of the subordinate clause.
Conjunctions for coordination and apposition are
used in the tectogrammeatical tree as the heads of
the coordinated clauses.

3.2.4 General actor

The reflexive particle ‘se has three possible
analytical functions in a Czech sentence. The
analytical function value AuxT is assigned to a
reflexive ‘se having the function of lexica
derivation (of amiddle verb). As shown in Table
1, ‘se’ is conjoined with the lemma of the verb
in such case. If ‘se’ was assigned the function
‘AuxR’ at the analytical level, it expresses a
general actor of the verb. The node is preserved,
its attribute t r | enma is filled with the ‘Gen’
value and its functor is ‘ACT’. If 's¢ was
assigned the function 'OBJ, it gets the functor
'PAT".



3.2.5 Quotation marks, i.e. quot attribute

The sentence is searched for quotation marks. If
a whole clause having the form of a sentence is
inserted into a pair of double quotes, its verb
obtains the value 'DSP’ (direct speech) on the
attribute quot . If only one token of a double
quote appears in the sentence, the attribute
quot of the head word(s) of the string
containing the quote is assigned ‘DSPP value
(direct speech part). Otherwise, the head word(s)
of the string enclosed in quotes is/are assigned
quot ="QUOT’ (quoted word).

3.2.6 Punctuation

All punctuation nodes (which have the analytical
function ‘AuxX’) are hidden except for the
following two cases:

» the node for a comma placed in the position
directly following a noun isleft in the tree to
enable the annotators to decide about the
type of the adjunct (restrictive or
descriptive),

e a comma node that is a bearer of
coordination or apposition is not deleted, as
far as this function can be recognized from
the ATS.

The trl emma attribute of undeleted comma

node is filled with Comma value.

3.2.7 Nodefor negation

Every verb is checked. If its morphological tag
contains the symbol for negative verb, a new
node is created with the lexical (trl| enmm)
value ‘Neg’ and functor ‘RHEM’ (rhematizer,
i.e. focus sensitive particle).

3.2.8 Other attribute assignments

Based on the morphological tag inherited from
the analytical level of description, the values of
the following morphological grammatemes are
assigned: gender , nunber ,t ense, degcnp
(degree of comparison), aspect .

The sentence modality is captured in the
sent nod attribute of the head node of each
clause. We assign the sentence modality of the
head word of a smple sentence, of the main

clause of a complex sentence and of all
coordinated clauses in compound sentences. The
sentence modality attribute value is determined
by the final punctuation mark of the whole
sentence and by the verb modality of the main
verbs of the sentence clauses. The rules are
described by Table 3.

Suppose we have a sentence composed of

coordinated clauses X;: Xy, X, ...., and X,.
position | final verb sentence | other verb
inclause | interp. | modali | modality | conditions | modality
Xi -ty of Xn assigned
Xn ? INTER
(verb
inthe ! IMPER
lastorin
the only ENUNC
clause)
X1, ..., INTER INTER
Xn-1
For n>1 IND ENUNC
IMP IMPER
CDN Xi DESID
contains
‘kéz’
(E’let’)
CDN otherwise || ENUNC
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Table 3. Sentence modaity assignment

As for functors, their value is resolved
automatically in the following three cases. Value
ACT (actor/bearer, underlying subject) is
assigned to every subject of an active verb. If
there is a single object depending on an active
verb, its node is assigned functor PAT (patient,
objective). The head verbs of the sentences are
assigned the functor PRED (predicate).

Example:
(i) Sestra.Sb spatiila.A souseda.Obyj.
ACT PAT

E: sister spotted the neighbour

3.2.9 , Default” values

Unresolved syntactic and morphologica
grammatemes are assigned their default value by
the procedure. By the default value we
understand ‘NIL’ value for attributes that cannot
be assigned any value for the given node (e.g.
case for verbal nodes), or it is chosen to express




the uncertainty for the annotators (e.g. value
"2??" for unresolved f unc attribute).

3.3 Exampleof input and output

Sentence: To by se mélo zmenit.
That should (itself) change.
Meaning: That should be changed.
ATS
a5,
Au“\
mit .
)red AuxK
ten b zmeénit
5b AV Obj
b1
AuxR
TGTS
a5
SEHT-..
TR_TREE
zmeénit
PRED

tense=5SIM, verbmod=COH,
deontmod=HRT

ten Gen
PAT ACT
number=5G, number=5G,

gender=HEUT gender=HEUT
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Abstract

In this paper we view mixed-initiative corpus
annotation from the perspective of knowl-
edge engineering, and discuss some of the
opportunities, challenges and dangers that are
presented by using mixed-initiative annotation
tools. We begin this discussion by describing
an existing mixed-initiative annotation tool
for open-ended phrase-level annotation, the
Alembic Workbench.  We discuss how this
tool currently operates, the nature of its skill
acquisition component, and our plans to extend
it in a number of ways, including incorporating
an active learning capability. Having set the
stage with a concrete example, we identify a
number of opportunities and challenges that
are presented by the mixed-initiative approach
to corpus annotation, including the benefits
that might accrue when supporting “layered”
annotation environments, the adoption of
intensional /procedural annotation paradigms,
the inclusion of lexical resource construction
interleaved with corpus annotation, and other
topics.

1 Introduction

One way of viewing corpus annotation is as a
form of “knowledge engineering,” where the an-
notator intends to enable a machine to repro-
duce the behavior being performed. A motiva-
tion for adopting such a view is that there is
a practical interest in having machines be able
to automatically perform some types of annota-
tion. For example, “named entity” tagging, the
ability to identify proper names that refer to en-
tities of a particular restricted set of semantic
classes (e.g., person, location, organization) was

initially developed merely as a means to mea-
sure the contribution of this stage of linguis-
tic analysis to a set of more complex domain-
specific information extraction tasks. In recent
years this capability has been shown to be valu-
able as a constituent to quite different informa-
tion processing tasks, including topic detection
and tracking, information retrieval, and others.

Another motivation for automating the an-
notation process is simply to increase the pro-
ductivity of the corpus annotation process it-
self. Even if the ultimate goal of a particular
annotation process is to build a static reposi-
tory of annotated data to support fundamental
linguistic research and analysis, there is a great
benefit in producing as much of a given type of
annotation as possible within restricted sched-
ules and budgets. In general, the greater the
size of the corpus, the more informed and statis-
tically well-founded are the conclusions that can
be drawn. From the point of view of knowledge
engineering, most forms of corpus annotation
involve a model of “learning by example,” where
some number of positive examples are meant to
drive the skill acquisition component. In prac-
tice this skill acquisition is often carried out by a
mix of human engineering (e.g., programming),
machine-aided analysis, and machine learning
techniques when possible. In this paper we want
to expand on this skill acquisition model in a
number of ways:

e Argue how these techniques can and should
be applied across the full range of linguistic
annotation tasks.

e Expand the notion of “mixed initiative”
(or “incremental bootstrapping”) annota-
tion to incorporate not just learning by ex-
ample, but other methods that increase the



expressive power of the “annotator” to in-
fluence skill acquisition.

Encourage the use of “earlier” language
processing stages in the annotation of later
stages.

Focussed corpus selection and annotation
through “active learning” (or “sample se-
lection”).

Common annotation frameworks and tools
can help to increase these bootstrapping

capabilities.

2 Mixed initiative corpus
development

The notion of wusing partially machine-

annotated data to “bootstrap” the human
annotation process dates back at least to
Brill’s Ph.D. thesis (Brill, 1993), and probably
earlier. The bootrapping procedure operates
on the observation that there are many data
points in some annotation tasks that are
quite easily performed computationally. Even
relatively poor performing procedures can
prove effective for increasing productivity if
there is a sufficiently large amount of data that
is annotated correctly and if the labor required
to fix the remaining bootstrapping errors
is relatively small compared to the baseline
manual tagging effort. In such a situation the
bootstrapping procedure will have increased the
effective productivity of the human annotator
by the degree of the bootstrapping procedure’s
accuracy. For large corpus collections, this can
represent a sizable savings in human labor.
The bootstrapping procedure can take many
forms, and it can be arrived at in many ways, ei-
ther through annotator-derived heuristics, sys-
tematic analysis of the corpus annotated so
far, or through more automatic means utiliz-
ing machine/statistical learning techniques. We
use the term mized initiative annotation to re-
fer to an environment in which (a) the boot-
strapping procedure is derived automatically
and (b) it can be invoked at arbitrary points
during the course of annotation. (The alter-
native term “incremental bootstrapping” has
also been suggested.) Subsequent invocations of
the bootstrapping procedure can perform bet-
ter than earlier invocations as a function of new
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Mixed Initiative Annotation M ethodology
Used in the Alembic Workbench

Apply phrase-
M finding rules E
Source

to raw text
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annotation rules

Manually correct -/

Manually
annotate
raw text

Invoke machine

machine-annotated
text

Figure 1: The mixed-initiative spiral model of
corpus annotation.

evidence—usually in the form of a larger anno-
tated corpus, since more examples are available
to drive the bootstrapping procedure. Since
first proposed, a number of tools have been built
that provide mixed-initiative environments for a
variety of annotation tasks.(Brants et al., 1997;
Bennett et al., 1997)

3 Mixed-initiative annotation in
Alembic Workbench

We have developed a mixed-initiative annota-
tion tool for building phrase-level annotated
corpora; we will describe it briefly here in
order to place in context our more recent
work as well as to ground our subsequent
discussion of general issues regarding the
opportunities, challenges and dangers pre-
sented by mixed-initiative approaches to
enhancing annotation productivity. This tool,
the Alembic Workbench (Day et al., 1997) (or
simply Workbench in this article), induces a
finite state transducer in the form of a sequence
of transformation rules, which can then be used
to bootstrap (annotate) similar textual data.
The transformation-based learner (TBL) and
the transformational rule sequence interpreter
are both provided by the Alembic multi-lingual
natural language processing system (Aberdeen
et al., 1995; Vilain and Day, 1996). A graphical
depiction of the mixed-initiative methodology
adopted by the Workbench is shown in Figure 1.

The class of annotations susceptible to
mixed-initiative annotation in the Workbench



might be best described as “phrasal”’—any
contiguous character sequence or multi-word
sequence may be annotated by the user and
associated with some “tag.” The Workbench
has been extended for a number of special
purpose and general purpose annotation tasks,
such as MUCG6-style co-reference tagging, and
general “relational” annotations. Neither of
these tagging enhancements have yet been
closely integrated with our machine-learning
techniques—even though we are presently
working on machine-learning approaches to
both of these problems outside the specific
scope of mixed-initiative annotation. These
tags may be defined using the SGML/XML
mechanisms for specifying generic identifiers
of annotation elements and their associated
attribute/value pairs. While this notational
scheme allows for the expression of complex
relationships among particular tags, the
machine learning component currently used
to support mixed-initiative annotation in
the Workbench ignores these subtleties and
reduces all SGML/XML elements with distinct
structures into what are essentially unique,
un-interpreted symbols.

The transformation-based rule sequence
learning technique used in Alembic has proved
very effective for deriving accurate annotation
performance on the basis of exceedingly
impoverished amounts of training data. We
have observed F-measures in the range of
55-75 within 15-20 minutes of beginning a
new annotation task in both English and
Spanish texts, and lower but still helpful
values in the same amount of annotation of
Chinese and Japanese texts. (See section
3.1 for more background on the phrase-rule
learning behavior of Alembic.) This is
important in producing enhanced productivity
through bootstrapping an automatic tagging
procedure. The earlier the machine can provide
pre-annotated data at a reasonable level of
performance, the faster the combined activities
of human and machine can build up a large
corpus. In addition, the precision and recall
of the automatically derived rule sequences
increase as the size of the available training
corpus increases. The shape of this learning
curve is invariably asymptotic. The asymptote
peaks at different levels (on blind test data) for
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different tasks and/or for different parameters
of the learning environment, for reasons
that are important, but not always easy to
determine. The two main reasons appear to
be the size and typicality of the corpus, and
the representational power of the rule patterns
available to the rule learner.

In building our current transformation-based
learning (TBL) system we have made a num-
ber of design decisions that have had an impact
on training speed. These decision have to do
with the need to actually apply newly induced
rules to the training data and subsequently re-
compute the corpus-wide statistics that drive
the next rule induction cycle. While the sys-
tem is able to achieve very fast learning times
(5-30 minutes) on small to moderate amounts of
training data (5,000 to 75,000 exemplars), much
longer training times result when the training
corpus reaches hundreds of thousands or even
millions of exemplars.

Of course, there is no need to iterate the
learning algorithm over all the training data af-
ter each document. Indeed, it seems reasonable
and practical to invoke the learning algorithm
less and less frequently as the size of the corpus
increases and the performance of the automat-
ically derived rule sequences differ less and less
from each other with each incremental addition
of a human-annotated file. In order to avoid
having to restart the learning algorithm from an
initial null state after each mixed-initiative in-
vocation of the learning algorithm, it is straight-
forward within a TBL model to begin learning
on top of of an existing level of competence (a
previously derived rule sequence). In this case
the training corpus might consist of only those
few files that have been annotated since the last
learning procedure was called, and the newly de-
rived rules are concatenated onto the end of the
existing rule sequence. However, eventually it is
desirable to start fresh, since it becomes more
and more likely that new opportunities for gen-
eralization can be found in a larger training set,
leading to increases in the ability of the new rule
sequence to apply successfully to unseen data.

Nonetheless, we are also interested ad-
dressing the problem of learning performance
directly. One approach we intend to pursue
is the incorporation of MITRE’s HMM-based
“Phrag” (Palmer et al., 1999) phrase-parsing



learner within the Workbench’s mixed-initiative
repertoire, which we imagine could be increas-
ingly relied upon as the size of the training set
reaches very large proportions.

Currently the default “granularity” of mixed-
initiative annotation within the Workbench is
that of a document or file. As long as a single file
is fully annotated, it can be used as the basis of
phrase-rule learning, either alone or in combina-
tion with a corpus consisting of other annotated
documents/files. Of course, documents can be
arbitrarily reduced to smaller chunks if there is
a strong need for this. Ideally one would like the
granularity used in mixed-initiative annotation
(1) to be identified and adopted directly by the
system itself, rather than relying on the annota-
tor to make such decisions; and (2) to be a func-
tion of the annotation task being performed.
For example, phrase tagging (and many other
annotation tasks such as sentence parsing) could
be segmented at the sentence level. Updating
the existing pre-annotation procedure could be
invoked based on the amount of performance
improvement achieved in the previous two invo-
cations, as well as other heuristics that design-
ers might identify. Other annotation tasks, such
as co-reference annotation, discourse structure
and entity and relation extraction, etc., might
require segmentation at the document level.

3.1 Why Alembic phrase rule learning
appears to work

In the past few years we have often been sur-
prised at the ability of Alembic’s phrase-rule
learning apparatus to create quite reasonable
tagging performance with only meager amounts
of data annotated to the user’s specifications.
We have often had cause to wonder: Was our
learning algorithm and associated Alembic in-
frastructure really so good? How did it squeeze
out such good performance (e.g., around 70-
75 F-measure) on such a paltry example base
as 1,500 words of annotated Spanish newswire
text? We would like to perform a detailed anal-
ysis, but our informal conclusions are already
leading us to establish new priorities in our at-
tempts to build rapidly portable natural lan-
guage processing capabilities. We devote a sub-
section to each of these conclusions below.
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3.1.1 The “right” level of analysis

Like many other systems designed in the
course of the last five years, Alembic has
been built using a number of important
natural language processing components,
each of which had become newly available
in the previous years. These components
include tokenization (word segmentation),
sentence tagging, and morphological analysis
(part-of-speech tagging). Empirically it has
become clear that many useful types of
general-purpose and specialized phrase tagging
tasks (from named entity tagging to sentence
chunking) can find all of the information
they need from this mix of information made
available by pre-processing. In other words,
this is due to a successful application of the
“divide and conquer” principle adopted by
the computational linguistics community as a
whole over the past ten years.

3.1.2 Locality of influence

In a similar vein, these same tagging tasks (per-
haps best exemplified by “named entity tag-
ging”) have adopted a decision environment in
which a fairly strict locality of influence is re-
spected, and this locality has been sufficient for
addressing the phrasal phenomena of interest.
Not only has this seemed to be true for the rule
schemata used in rule-based tagging systems,
but also for the modeling techniques adopted
in Hidden-Markov Model approaches to phrase
tagging as well.

3.1.3 The “right” lexical resources and
built-in predicates

We believe that the most specific reason that
the Alembic phrase rule learner has managed
to perform so well with very limited amounts
of training data has been the considerable lex-
ical resources that we have made available to
the learner. It so happens that when Alembic
has exhibited these surprisingly good learning
behaviors it is often the case that the result-
ing rules include a liberal mixture of references
to one or another of the special-purpose word
lists that we have developed in the course of
manually building various natural language pro-
cessing capabilities. (Other frequently occur-
ring rule patterns exhibited in successful rule



sequences are those making use of the part-of-
speech of lexical items. In CJK languages par-
ticular character prefixes and suffixes are also
highly represented.)

These word lists are derived in a wide va-
riety of ways: names extracted from the US
Census; hand-coded lists expanded from core
words easily predicted to be contextually im-
portant markers; expansions of words using the-
sauri, dictionaries or similar resources; words
found from an analysis of the internal and exter-
nal contexts of annotated phrases in manually
tagged training data (supervised context analy-
sis); and sometimes words found in these same
contexts but from large collections of automat-
ically tagged data (unsupervised context analy-
sis). Regardless of the particulars of how they
are derived, these resources allow for a boost
in the generality of rules learned from a small
corpus. While the learner might happen to pick
references to these word lists for purely local
(and perhaps almost arbitrary) reasons in the
context of some very small annotated corpus,
this serendipity will lead to many more correct
applications when different word choices are en-
countered in previously unseen data.

Our current presumption is that replicating
efficient mixed-initiative successes for other
tasks and in other arenas of language processing
will rely heavily on providing similar advantages
as those identified above. For example, in order
to support the rapid mixed-initiative annotation
of certain types of relation/event data (e.g., the
“template relation” and “scenario template”
tasks of the various MUC evaluations (Def,
1995; Grishman and Sundheim, 1996)), one
must make available to the learning component
the same notion of “locality” as is warranted
for such distinct phenomena. This kind of
locality might be exemplified by an interme-
diate “SVO” (Subject/Verb/Object/modifier)
representation of a given sentence, which could
be derived in a variety of ways, either wia
treebank-style parses, or from dependency-
like syntactic models such as “grammatical
relations.”).  We are particularly interested
in merging the mixed-initiative development
of lexical resources with the mixed-initiative
development of annotated corpora. (Previous
work of others in this area includes (Riloff and
Jones, 1999; Blum and Mitchell, 1998).) We
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anticipate that a host of unsupervised learning
techniques will be especially useful in helping
to quickly bootstrap the acquisition of useful
word lists.

4 Active learning

One way of increasing the effective productiv-
ity of the human annotator while holding the
capabilities of the skill acquisition component
constant is by increasing the utility of the anno-
tated data being supplied to the skill acquisition
component. In the event that bootstrapping
is being performed manually through heuris-
tic insights, the annotator may try to tune the
corpus sampling mechanism to favor sentences,
paragraphs or documents that would seem to
provide the greatest opportunity for instructing
and testing the emerging automated annotation
component. It is also possible to perform this
sample selection of raw data through automatic
means. This interplay between learner and ex-
ample selection is sometimes referred to as “ac-
tive learning” (or sample selection).(Lewis and
Catlett, 1994)

Engelson and Dagan (Engelson and Dagan,
1996) demonstrated an automatic method for
selecting part-of-speech training sentences us-
ing a votes from a set of automated annotation
“experts.” This and other work prompted us
to look at how such techniques could be incor-
porated into the Workbench’s mixed-initiative
model. Alembic’s phrase-rule learner contains
a number of parameters that are well suited to
construct such a family of experts.

The basic insight of active learning is that not
all training data are equally informative, and
that the “confidence” of the induced decision
system in classifying (tagging) some particular
exemplar is inversely proportional to the likely
utility of that exemplar, were it to be correctly
classified. If a particular annotation decision is
made very confidently, it is likely due to the
fact that many exemplars have informed the
decision rule, and so increased the associated
level of confidence. But how is “confidence” ex-
pressed in transformational rule sequences? In
most cases, there is no analog to confidence in
transformation rule sequences. However, if one
can build a mixture of experts, then one ana-
log to confidence in such systems is the num-
ber of experts that voted for the same tagging



1. Induce N different decision criteria by using
varying parameter values.

. Apply N decision criteria to unseen data.

. Select for manual annotation those sen-
tences for which there are sufficiently di-
vergent classifications.

. Annotate manually (with or without pre-
tagging).

Figure 2: Active learning algorithm used in
Alembic Workbench experiments

decision—independent of the nature of the de-
cision mechanisms used in the constituent de-
cision systems. The basic active learning algo-
rithm used in our recent experiments with the
Workbench is presented in Figure 2.

The Alembic transformation-based rule learn-
ing algorithm selects a rule at each epoch of
the learning algorithm. We have experimented
with a number of evaluation criteria for this step
of the process: “yield minus sacrifice” (count
the number of new, correct annotations created
by applying a rule, then subtracting from this
value the number of incorrect annotations cre-
ated by applying this same rule); “log likeli-
hood;” and “F-measure” (harmonic mean of the
recall and precision measures for this rule), pa-
rameterized by beta, which indicates the relative
weight given to the recall measure compared to
the precision measure. We eventually adopted
the F-measure approach, not only because it
tended to give us the best empirical results on
the problems we are addressing at that time,
but also because it provided us the opportunity
to transparently weight the performance more
towards recall or more towards precision, which
can be an important practical difference in var-
ious real world application contexts.

Varying the decision criterion by varying the
beta value of the objective function allows us to
easily define sets of experts from which “confi-
dence” measures can be induced through their
level of agreement. Indeed, the F-measure met-
ric alone offers the opportunity for deriving a
family of decision experts simply by modify-
ing the single beta parameter. We would also
like to use the Phrag HMM-based tagger on
the same data to create an expert with a quite
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different bias. We are in the early stages of
experimenting with this form of active learn-
ing, selecting sentences and/or documents on
the basis of the degree to which multiple sep-
arately derived rule sequence “experts” agree
on annotation assignments. These early results
are encouraging. From an initial training set of
442 sentences (containing 705 target phrases), a
subsequent unannotated corpus of 1,462 words
was used as the universe of possible sentences
for subsequent manual annotation. Approxi-
mately 10% were down-selected based on two
different criteria: random selection or using low
confidence measures as derived from voting as
described above. Following the manual annota-
tion of these two incremental additions to the
training set, we observed that the performance
of separately trained automatic taggers differed
on test data by about 5% .!

5 Discussion

Corpus annotation has implications not just
for providing productivity enhancements for
linguists (computational and otherwise), but
also as a model for how useful information
extraction systems (an important class of
intelligent agents) can be derived through a
largely example-based knowledge engineer-
ing/acquisition process. With both of these
contexts in mind, it is useful to reflect on
some of the outstanding opportunities in
mixed-initiative annotation, as well as the
difficulties and dangers that accompany them.

5.1 Layered annotations for
multi-staged mixed-initiative

corpus development

Some annotation tasks depend so strongly on
“earlier” annotations that it will become impor-
tant to build annotation environments in which
these earlier annotation “layers” are made ap-
parent to the annotator. For example, when
annotating grammatical relations (Ferro et al.,
1999; Ferro, 1998), the job of the annotator is
to establish various pre-specified types of rela-
tionships among sentence “chunks,” where these
chunks consist of simple phrases such as “noun

group,” “verb group,” “preposition group,” and

We are in the midst of our explorations of this task;
we hope to be able to report the results of more robust
experiments soon.



the like. Thus, instead of being presented with
a text in a standard Workbench textual display
(and being able to draw relationships between
arbitrary pairs of words), it is important that
these sub-groupings are already visually appar-
ent and made to control the interface so that
asserting only group-level relationships is possi-
ble.?

Other opportunities for such interdependence
of annotation tasks can be seen when annotat-
ing discourse-level relations and events (e.g.,
MUC-style “template relations” and “scenario
templates”).  While particular relationships
may be asserted in a variety of ways, the ability
to view and operate directly on, for example,
an “SVO” (subject-verb-object-modifier) rep-
resentation of a set of sentences might enhance
not only the productivity of the annotator, but
also build in important links across processing
levels that are important to one’s method of
attacking a given computational linguistics
problem. This ability to build upon the layers
of annotation derived previously will become an
increasingly important technique for building
mixed-initiative annotation tools. It could
prove especially fruitful in the support for a
richer language by which the human annotator
can directly influence the mixed-initiative
process, as discussed in the next section.

5.2 From extensional to intensional
annotation methods

We remarked earlier about how the bootstrap-
ping of annotation can incorporate not just au-
tomatically derived annotation heuristics but
also those derived from the human annotator,
implemented usually as computer programs or
simply regular expression macros. This has
been a method frequently relied on within the
computational linguistics community, since the
skills for deriving the heuristics and implement-
ing them as procedures are readily available.
One of the open problems of mixed-initiative an-
notation environments is to provide some kind
of support for more direct human intervention
in the bootstrapping process other than simply
adding yet another example. Of course, there a

2Such an annotation tool has been developed specifi-
cally for the grammatical relations annotation task being
performed internally at MITRE.
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wide variety of pattern languages and annota-
tion representations from which those inclined
to write pre-annotation heuristics can choose.
But are there ways in which the results of such
heuristic annotation methods can be viewed and
combined with example based annotations with-
out creating confusion?

For example, if someone composes a rule and
it applies to one hundred instances within a
corpus, the annotator might like to view the
resulting sentences directly—perhaps within a
keyword-in-context type viewer—that is also in-
tegrated directly with the extensional annota-
tion environment. This way exceptions to this
rule can be noticed and modified easily and di-
rectly by the annotator. If this were truly a
mixed-initiative environment, then such a sys-
tem might on the next cycle derive a rule which
starts with the human-authored heuristic, but
derives rules (or some other representation) for
capturing the exceptions identified extension-
ally by the annotator.

Interestingly, there has recently been a very
careful empirical study (Brill and Ngai, 1999;
Ngai and Yarowsky, 2000) exploring the ad-
vantages and disadvantages of extensional and
intensional mixed-initiative methods for anno-
tating a corpus. This study was carried out
by Grace Ngai and David Yarowsky at Johns
Hopkins University, and compared the abilities
of relatively sophisticated pattern rule authors
against machine learning methods for deriving
tagging rules in a mixed-initiative annotation
environment. The results indicate that rule-
writing, while intuitively powerful, may prove
difficult for supporting a mixed-initiative ap-
proach to corpus annotation. This is a provoca-
tive study, seeming at variance with our intu-
itions as computational linguists. The annota-
tion community should explore these issues and
discuss them fully.

5.3 The real world of task definition
and collaborative development

In our own case studies and in our research fo-
cussed on mixed-initiative annotation we have
often concentrated on well-defined annotation
tasks and how they can most quickly be auto-
mated. In the real world, however, we know
quite well from first-hand experience that the
annotation process is a very long and tortuous



road, where many of the initial steps are con-
cerned less with getting large amounts of an-
notated data quickly, but rather with exploring
the very definition of the task at hand. As many
of the contributors to formal language process-
ing evaluations will tell you, much of the diffi-
culty in starting up a new tagging task is due to
the social and linguistic barriers to easy catego-
rization. So how do the techniques we have de-
scribed support and/or improve such task defi-
nition endeavors?

At the heart of any collaborative annota-
tion effort is the detailed analysis and associ-
ated discussion of different interpretations of
the linguistic phenomena, which is most often
captured and brought to light through inter-
annotator annotation analysis. At first this
analysis is largely qualitative, and depends on
detecting the anomalies in order to promote
their discussion. Recently there has been a
study of this collaborative behavior, and an as-
sociated automated method was developed that
was modeled on it (Wiebe et al., 1999). Subse-
quently the emphasis moves towards quantita-
tive inter-annotator analysis and the categoriza-
tion of those differences. In both of these phases
techniques that can boost the number and kinds
of linguistic artifacts that have been annotated
by one person or another can only help in the
process of annotation understanding and inter-
annotator reconciliation. Of course, it cannot
sidestep the necessity of discussion and reflec-
tion that is necessary to come to terms with the
motivations and other issues relevant to a new
annotation task.

Nonetheless, there are clearly opportunities
and challenges for mixed-initiative techniques
that respect the collaborative nature of the
annotation process. Omne area of interest is
in building new automatic annotators by com-
bining the existing annotation capabilities de-
rived from separate human annotators interact-
ing with mixed-initiative systems. For example,
one could imagine new collaborative tasks could
be defined through the application and analy-
sis of distinct skills (tagging procedures, rule
sequences, etc.) derived independently. This
same ability may be appropriate for trying to
identify and adapt to the inevitable “concept
shift” that occurs with computational artifacts
put to use on a daily basis.
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5.4 The Tension between Naturally
Occurring Phenomena and
Focussed Inquiry

There is a potential danger that attends any
technique that introduces labor saving meth-
ods, and mixed-initiative annotation is no ex-
ception. One of the most important problems
is predicted to lie in the area of recall. As the
automated pre-annotation process increases its
capabilities, there will be a psychological ten-
dency of human annotators to trust its guesses.
And while precision errors will be fairly easy to
spot (since the machine will display some text
and assign a fallacious tag to it), recall errors—
errors of omission—cannot be highlighted in
principle, and so requires the human annotator
to be forever vigilant and to notice “the tag that
wasn’t.” This problem is perhaps accentuated
even more with the adoption of active learning
techniques. It is not known to what extent the
introduction of active learning might introduce
a vicious cycle of ignorance, whereby recall er-
rors are never corrected due to tacit agreement
(aligned errors) from all of the constituent de-
cision components.

6 Conclusions

There are still opportunities for building, re-
fining and applying mixed-initiative corpus an-
notation tools and environments. In this pa-
per we have identified some of these opportuni-
ties, the challenges they pose and their poten-
tial for unintentional side effects. We grounded
this discussion with a description of the Alem-
bic Workbench tool, describing its current capa-
bilities and the direction of our research to ex-
pand them. Successful mechanisms for quickly
deriving machine-aided corpus annotation sys-
tems will have an important impact on the cor-
pus linguistics research community. It will also
lead eventually to portable, trainable language
processing systems for use by non-specialists to
perform customized information discovery and
extraction from the glut of information available
today.
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