AndrejJan at SemEval-2019 Task 7: A Fusion Approach for Exploring the
Key Factors pertaining to Rumour Analysis

Andrej Janchevski, Sonja Gievska
Faculty of Computer Science and Engineering
Ss. Cyril and Methodius University
Rugjer Boshkovikj 16, Skopje, Republic of North Macedonia
andrej. jancevskil@students.finki.ukim.mk
sonja.gievska@finki.ukim.mk

Abstract

The viral spread of false, unverified and mis-
leading information on the Internet has at-
tracted a heightened attention of an inter-
disciplinary research community on the phe-
nomenon. This paper contributes to the re-
search efforts of automatically determining the
veracity of rumourous tweets and classifying
their replies according to stance. Our research
objective was to investigate the interplay be-
tween a number of phenomenological and con-
textual features of rumours, in particular, we
explore the extent to which network struc-
tural characteristics, metadata and user pro-
files could complement the linguistic analysis
of the written content for the task at hand. The
current findings strongly demonstrate that sup-
plementary sources of information play signif-
icant role in classifying the veracity and the
stance of Twitter interactions deemed to be ru-
mourous.

1 Introduction

Social networks continue to contribute to the
way people connect, stay informed and contribute
above and beyond what concerns their lives. How-
ever, these platforms currently play a crucial role
in viral spreading of false information, and no
doubt will become even more instrumental in
the future. Consequently, it will be increasingly
important to devise systems and establish prac-
tices of automatically identifying, filtering and la-
beling false information in order to help people
make sense of information dispersed through so-
cial channels.

The damaging consequences of malicious in-
tents to misinform, confuse and provoke through
social media platforms remain persistently high
in the discussions of researchers and practition-
ers. Perhaps even more so than the benefits of
information dissemination. While the veracity of

some false information can be determined unam-
biguously from external sources, it is a major chal-
lenge to verify the truthfulness of rumourous post-
ings. Indeed, predictive analysis remains the pri-
mary manner in which social platforms could face
the challenge of identifying rumours and taking
appropriate actions. Over the past several years,
research has emerged and at the same time, many
challenges remain.

Decoding elusive social phenomenon such as
spreading rumours is challenging not only due
to their complexity, but also due to the diver-
sity of the underlying causes and heterogeneity
in their manifestations. Rumours represent in-
tertwined threads of sensemaking Bordia and Di-
fonzo (2004) that are initiated and spread by peo-
ple trying to explain, solve and remove uncertainty
relating to events and persons that attract public
interest Peterson and Gist (1951). We argue that
solutions that address these multi-dimensional is-
sues cannot solely rely on natural language pro-
cessing (NLP). Combining natural language pro-
cessing with social analytics extends beyond the
traditional realms of either technology to a variety
of emerging applications, including rumour anal-
ysis.

The analysis of rumours can take on different
meanings depending on the application domain -
this research focuses on identifying the veracity of
a rumourous tweet (Task B) and the stance of its
replies i.e., classifying responses to a rumourous
post as supporting, denying, querying or com-
menting (SDQC) the claim (Task A), both part of
the RumourEval 2019 Gorrell et al. (2019). While
this work was developed on the foundations laid
out by previous research in the field Derczynski
et al. (2017), it is among the rare solutions that
explore complementary types of information that
could augment the linguistic analysis when ana-
lyzing rumourous tweets. After a brief discussion
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of relevant research that is closely related to our
objective, we highlight the primary findings of our
research.

2 Related work

Our research follows the line of work of the re-
search groups that have contributed to the dis-
course on the rumour analysis with several exper-
imental studies. A review of past SemEval re-
lated tasks points out that much of the research of
the problem of examining the veracity and support
for rumours focused more on language analysis
and less on utilizing the external information made
available by the Twitter dataset. The findings that
extend across several studies is how rather sim-
plistic NLP techniques and analysis are capable
of obtaining satisfactory results when classifying
the support of rumourous posting. The similarities
and differences between the work presented in this
paper and previous research is discussed.

A model for automatic identification of ru-
mourous tweets and classification of their re-
sponses into two denying and supporting classes,
presented in Qazvinian et al. (2011), is based on
linguistic features, such as, unigrams, bigrams,
POS tags, URLs, and hashtags. While, we built
upon the experiences of this research, especially
in the approach of replacing a multi-class classifi-
cation problem with a hierarchical pipeline of bi-
nary classifiers, our approach differs in a number
of aspects. In particular, we further enhance the
representation of rumourous posts with a number
of features, from word embeddings, sentiment and
stylistic features to structural properties of interac-
tion threads. In addition, we argue that a suitable
preprocessing of tweets is essential for successive
NLP steps, which is in contrast to their decision
not to perform any preprocessing of the text.

The research study by Lukasik et al. (2015) ex-
tends on the work of Qazvinian et al. (2011), espe-
cially by incorporating preprocessing steps, bag-
of-words (BoW) and word clustering. The ap-
proach presented in this paper follows some of
these ideas, although it differs in the scope and
the way features are operationalized. For instance,
TF-IDF n-gram counts and clusters of Word2Vec
embeddings were used in our model.

Based on the premise that psychological and so-
ciological information could play a key role in de-
termining the truthfulness of rumours and inspired
by the research of Mihaylova et al. (2018) on fact

checking of questions posted on online forums, we
have further explored the effect of various meta-
data and information from users profiles on the
performance of the task.

3 Methods

3.1 Dataset

The dataset used for evaluating the model pro-
posed in this research was made available by Zubi-
aga et al. (2016b). The rumourous tweets and their
corresponding interactions threads were harnessed
in 2016, verified and labeled by journalists and so-
ciologists using crowdsourcing platforms Zubiaga
et al. (2016a). The dataset contains rumourous
tweets written in English, associated with nine
events, five being news stories and four concerning
specific events. Out of a total of 4560 tweets, 297
represent rumourous posts annotated for veracity,
while the rest are responses to the original rumour,
annotated according to their stance i.e., support-
ing, denying, querying or commenting the initial
claim.

3.2 Preprocessing

Tokenization, part-of-speech tagging, lemmatiza-
tion, and substitutions were used as preprocess-
ing techniques; the set and order of preprocessing
steps varies between features. In addition, a num-
ber of context-appropriate corrections of language
variations of English e-dialect were performed:

e Characters are converted to lower-case let-
ters; for sentiment feature extraction the orig-
inal letter case was preserved;

e URLs, numerical sequences, email addresses
were replaced with special tokens (e.g., URL,
NUM, EMAIL). Special tokens, QUOTE and
USER, were used whenever the original ru-
mour tweet was quoted or a user is mentioned
in a response tweet;

e For each hashtag, the # sign is replaced with
a special token HASHTAG, while the text of
the hashtag was kept for further analysis;

e Emojis are identified and each was repre-
sented as a different token;

o Consecutive repetitions of a character in a
word were contracted to 2 instances of the
character;
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e All special characters were removed, with the
exception of \s\n\r.,?!:—+ that were
treated as separate tokens

3.3 Feature Extraction

Automatic extraction of information related to lan-
guage, discourse and context is a difficult task.
Among different combinations of features, the
model that yielded the best result is described.
Linguistic analysis for extraction of seven types of
features was performed on the preprocessed text
of each tweet. In addition, we have analyzed the
content of user profiles, including profiles of the
initiators of rumours and those replying to initial
posts. Our assumption was that while tweet analy-
sis captures indicators pertaining to a particular ru-
mour thread, the language analysis of a user profile
could provide insights into personality, attitudes
and online behavior of a user.

Language style features - In examining previ-
ous research on rumour analysis, we found that
stylistic features are frequently presented as sim-
ple statistical features which had an effect on the
performance of the task. We have considered the
following: number of words and sentences, aver-
age number of words per sentence, ratio of word
vs. non-word tokens, percentage of present dic-
tionary words, mean and variance of word length,
and percentage of unique words. The same set of
stylistic features were calculated for the content of
each tweet as well the text content found in the
profile of the user who has posted the tweet.

Language model n-grams - Unigrams, bi-
grams and trigrams were extracted from the tweets
and users profiles, keeping only 1/8, 1/16 and 1/20
of the most frequent unique unigrams, bigrams
and trigrams respectively. Six vocabularies were
created; three n-gram vocabularies for the tweets
and three vocabularies of n-grams found in user
profiles. Term frequency-inverse document fre-
quency (TF-IDF) values were calculated and uti-
lized as the final language model features.

POS tags - In accordance with the well-
established practice to complement the language
model n-grams with their part-of-speech tags, TF-
IDF values were calculated for two POS tag vo-
cabularies, one relating to tweets, the other to self-
descriptions left by users in their profiles.

Word2Vec embeddings - Stop-words were re-
moved and lemmatization was performed on the
tweets as well as user profile text. Two Word2Vec
models were trained on the SemEval 2019 dataset,

one was trained on the sentences of the tweets, the
other on the content of user profiles. The dimen-
sionality of the vectors was set to 500. A con-
text window of size 5 was used, while words with
frequencies above 0.001 were subsampled. The
two vocabularies of embedding vectors were clus-
tered using the K-Means algorithm; the parameter
K was set automatically to ensure that each word
cluster will contain an average of 10 items. At last,
for each token list, a Bag-of-Centroids feature vec-
tor was calculated by counting the word clusters
the tokens belong to.

Sentiment features - Consistent with related
studies, which suggest the predictive power of
affective words on the task relating to detect-
ing deception in online text, we perform a polar-
ity sentiment analysis on the tweets, calculating
three polarity scores, positive, negative and neu-
tral for each sentence. The NLTK, Vader Sen-
timent Intensity Analyzer, was used because of
its reported robustness to the style of online e-
language (e.g., capitalization, punctuation, slang)
Hutto and Gilbert (2014). A sentiment feature vec-
tor for each tweet was generated from the mean
and variance for each polarity score.

Network structure - Social network commu-
nication exchanges (e.g., tree-structured threads
of tweets) are naturally represented as graphs
(DAG) - nodes represent rumour posts and their
responses, while directed edges of the graph as-
sociate responses (e.g., reply, comments) with the
target of their response. Based on the premise that
variations in the structural properties of the under-
lying rumour threads could play an important role
in identifying and classifying the veracity of ru-
mours tweets and their responses, the following
network characteristics were used: DFS and BFS
priority, degree centrality, betweenness centrality,
closeness centrality, HITS hub score and PageR-
ank.

Twitter metadata - Several Twitter metadata
were retrieved and included in our model. The
following list of information were considered to
be relevant and were added as separate features:
the number of characters in a tweet, the number
of favorites and retweets and the number of days
since initial posting. For each user, the informa-
tion whether the user account is verified, the num-
ber of user’s followers, the number of statuses, the
number of friends, the number of favorites, num-
ber of times listed and how long the user has had
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a Twitter account were also included. Some addi-
tional information on the graphical design choices
a user made were also considered. For example,
whether there is a background image or a default
image was used and the colors selected for the text,
border, sidebar, background and hyperlinks.
Similarity measure - Transmission of context
shared by the initial rumour tweet and its re-
sponses was postulated to be important for the task
of classifying the support of the responses (task
A). Consequently, it was decided to calculate the
differences between the feature vectors of each re-
sponse tweet and the rumour tweet it replies to.

3.4 Feature Selection

The feature extraction process resulted in a set of
approximately 14000 features for each tweet, in
addition to the ones resulting from textual analy-
sis of the user profile. Appropriate feature selec-
tion is essential for achieving good performance
and avoiding overfitting by removing uninforma-
tive, redundant or noisy information. First, the
features were normalized to the interval [-1, 1] us-
ing generalized Min-Max normalization. Then, a
Random Forest classifier was used as a basis for
calculating the information gain of each feature.
The features with an above-average information
gain score were selected, reducing the number of
features by a factor of 10. It was decided not to
eliminate any correlated features as the number of
samples is quite low and any detected correlation
might be due to statistical falsehood.

3.5 Model training

At the outset of our explorations in order to cir-
cumvent the difficulties imposed by a multi-class
classification problem, presented as task A, a hi-
erarchical one-vs-rest approach was adopted. To
this end, a binary classifier was used to classify
each response tweet into two classes, comment or
non-comment; the next step classifies each non-
comment tweet as a query or a non-query type. In
the end, each non-query response was classified
as being in support or denial of the original ru-
mourous post.

Balancing of the datasets was a necessary step
during the training of the models for task A, as
the distribution of the original four SDQC classes
was not uniform. The balancing process was
performed by repeated random sampling. Thirty
candidate datasets with uniform class distribution
were formed by random sampling the more preva-

lent class and the best candidate was chosen using
3-fold cross validation with a Naive Bayes classi-
fier.

The models used for Task A and B are ensem-
bles of six different classifiers, including: Naive-
Bayes, K-Nearest-Neighbours, Logistic Regres-
sion, Support Vector Machine, Neural Network
and Random Forest. The ensemble classifier for
task A was operationalized as majority voting,
while for task B, probability-weighted voting was
used (probability weights correspond to the confi-
dence level of the veracity scores).

In order to train and evaluate the ensemble, each
dataset was split into a training and a validation set
using 3-fold cross-validation with stratified sam-
pling. This process was repeated 10 times and
the final evaluation scores were calculated by av-
eraging the scores from each iteration. For some
training runs, the parameters of the classifiers had
been optimized by 3-fold cross validation using
grid search. However, no notable improvements
in evaluation results were witnessed.

The system'! was implemented using Python
3.6, with the ScikitLearn, NLTK, gensim and Net-
workX packages Pedregosa et al. (2011); Bird
et al. (2009); Rehiifek and Sojka (2010); Hagberg
et al. (2008).

4 Discussion of results

The performance results obtained by the model
that included all categories of features, discussed
in the previous section, when tested on our val-
idation set are presented in Table 1. The same
model was used to create our final submission for
SemEval Task 7. It is worth noting that the best re-
sults were obtained for identifying queries in task
A, obtaining an accuracy of 0.784, demonstrating
that the model accuracy rivals the performance of
domain experts. We would like to highlight the
consideration that no external sources were used
for determining the veracity of a rumour posting,
including the resources deemed as appropriate by
the task organizers, which might explain the lower
performances on the second task B.

Although the aforementioned results provide
compelling evidence suggesting that fusing lin-
guistic analysis, metadata, user profiles and ru-
mour thread structure can lead to satisfactory re-
sults for classifying the stance of a response to a

!The complete source code is available at:
https://github.com/Bani57/rumourEval2019.
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Model Accuracy Precision Recall F1 ROC AUC Log loss
Task A - Comment 0.767632  0.773194 0.767632 0.766449 0.767632  /

Task A - Query 0.784186 0.790382 0.784186 0.783002 0.784190 /

Task A - Support/Deny 0.682915  0.687301 0.682915 0.681009 0.682702  /

Task B - Veracity 0.681707 0.693103 0.681707 0.677606 0.681707  0.600458

Table 1: Evaluation metrics on a randomly-created validation set

rumourous tweet, we have conducted two ablation
studies, to find evidence of the performance gains
that could be contributed to each category of fea-
tures on both tasks.

The present study suggests that text analysis of
rumourous tweets is the most important, yet not
the sole constituent element when detecting the
veracity of rumourous tweet and distinguishing
the stance of the social response. While we are
not in position to ascribe sound theoretical reason
to all effects, we present the trends that appeared
interesting and highlight the sensitivity of the per-
formance results towards a particular category of
features.

Table 2 displays the F1 results of ablation study
when training the models for task A, removing one
category of features at a time. The results affirm
that capturing the metadata relating to the users
profile and structural properties of the tree-like
threads of tweet exchange complement the lin-
guistic features and improve the predictive accu-
racy, especially for distinguishing between query,
support and denial stance in rumour replies.

The ablation analysis strongly demonstrates
that Twitter metadata has the most dramatic ef-
fect on distinguishing comments from all other
rumour responses - removal of this category re-
sults in lowering the F1 values by 0.17. It appears
that user’s historical and behavioral metadata add
to the prediction performance complementing the
relevant n-grams in the content of the tweet and
user profile. Some of the most relevant indicators
in the rumourous comment include: end of sen-
tence punctuation, hashtags, user mentioned in the
tweet, pronouns and words such as: reported, hap-
pening, as well as n-grams extracted from the user
profile, such as: blog, I am, concerned citizen, cul-
ture, enthusiast, living, etc.

Language model and word vectors representa-
tion of the content of tweets and user profiles
were indicated as better predictors when identify-
ing replies in the form of queries, resulting in 0.12
decrease in F1 values, if removed from the model.

Some of the most relevant features were not sur-
prisingly related to detecting question forms: why,
where, question mark at the end of a sentence,
who was, what is, confirm, need, and a number
of word2vec clusters. In addition, language style,
sentiment and Twitter interaction threads have also
ranked in the top 10% of the most relevant fea-
tures.

Sentiment and structural features have a more
notable effect on discriminating between support-
ive and denying responses. We could hypothe-
size that the affective content of a tweet is a crucial
indicator when distinguishing positive (confirma-
tive) vs. negative (opposing) opinion toward the
source tweet with rumourous claim. The top 10%
of the best predictive indicators were the sentiment
words, and n-grams, such as: not, believe, know,
oh, ugh, such, yeah, understand, socially offensive
words etc.

Table 3 shows the cross-entropy loss yielded by
the models after each ablation step trained for pre-
dicting the veracity of a rumour (task B). The find-
ings highlight the ability of language indicators
to model the truthfulness or deception of a claim.
The features with most predictive power were lan-
guage model and word vector clusters, especially
numbers and URLs in the tweet text, and words
obtained from the user profile, such as: deliver-
ing you, insightful analysis, breaking news, con-
tact, facebook, latest, tweets, we, views, EMAIL,
online news, around the world, channel, bbc, bbc-
sport, cnn, etc.

The current findings demonstrate surprisingly
low accuracies, (F1 = 0.21645 for Task A, F1 =
0.3326 for Task B) when evaluated on the testing
dataset, although in line with the results of pre-
vious tasks on the same dataset Derczynski et al.
(2017). Collecting larger quantities of Twitter data
and optimization techniques could improve the
consistency of the results obtained on the training
and validation sets. Importance of close inspec-
tion of data, and comparative analysis with other
research on the same task could better support the
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Ablation Comment F1  Query F1  Support/Deny F1
Baseline 0.795715 0.804499  0.707801
Without language style 0.795715 0.794216  0.707801
Without n-grams and embeddings = 0.785013 0.681081 0.618934
Without sentiment 0.784082 0.791145 0.666029
Without network structure 0.793228 0.789274  0.693583
Without Twitter metadata 0.628665 0.804499 | 0.691252

Table 2: Evaluation results from the ablation experiment for Task A performed on a randomly-created validation

set
Ablation Veracity cross-entropy loss
Baseline 0.591780
Without language style 0.605128
Without n-grams and embeddings = 0.667380
Without sentiment 0.600889
Without network structure 0.591780
Without Twitter metadata 0.596146

Table 3: Evaluation results from the ablation experiment for Task B performed on a randomly-created validation

set

interpretation of the results. We defer such discus-
sion and directions for future research, until a de-
tailed analysis of misclassified cases is done and
proper treatment and improvements of such sce-
narios could be speculated.

5 Conclusion

The present research explores a hybrid approach
to the problem of analyzing the veracity of ru-
mours and the support for rumours on social media
platforms. Following the results of previous re-
search in this field, different combinations of fea-
tures were examined, while also leveraging a vari-
ety of tangible indicators not accounted for in re-
lated research. The recurrent challenges in fully
elucidating the language ambiguities of complex
phenomena such as rumour spreading led us in a
direction of including distal contextual indicators.
In particular, the models were augmented with lan-
guage indicators extrapolated from the content of
user profiles, Twitter metadata, and thread struc-
tural characteristics of rumourous tweets. Their
relevance and predictive effects have been con-
firmed with the results, providing exciting direc-
tions for further research on the problem.
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