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Abstract

We describe the system submitted by the Jack
Ryder team to SemEval-2019 Task 4 on Hy-
perpartisan News Detection. The task asked
participants to predict whether a given article
is hyperpartisan, i.e., extreme-left or extreme-
right. We propose an approach based on BERT
with fine-tuning, which was ranked 7th out
28 teams on the distantly supervised dataset,
where all articles from a hyperpartisan/non-
hyperpartisan news outlet are considered to be
hyperpartisan/non-hyperpartisan. On a manu-
ally annotated test dataset, where human an-
notators double-checked the labels, we were
ranked 29th out of 42 teams.

1 Introduction

SemEval-2019 Task 4 (Kiesel et al., 2019) asks
to distinguish between articles that are extremely
one-sided, i.e., extreme-left or extreme-right, and
such that are not. The organizers provided two
datasets:

1. By article: A small dataset of 645 manually
annotated articles (BA in the following).

2. By publisher: A large dataset of 750,000
articles annotated using distant supervision,
where an article is considered hyperpartisan
if its source is labeled as such (BP in the fol-
lowing). The set is separated into 600,000
articles for training (BP-train) and 150,000
articles for validation (BP-val).

Furthermore, two test sets, one annotated by ar-
ticle (BA-test) and one annotated by publisher
(BP-test), were hidden from the participants and
they were used for getting the final scores for
the competition. The task is a binary classifica-
tion one, where each article is to be assigned one
of two possible classes: hyperpartisan and non-
hyperpartisan.

2 Related Work

Media bias was used as a feature for “fake news”
detection (Horne et al., 2018a). It has also been the
target of classification, e.g., Horne et al. (2018b)
predicted whether an article is biased (political or
bias) vs. unbiased. Similarly, Potthast et al. (2018)
classified the bias in a target article as (i) left vs.
right vs. mainstream, or as (ii) hyper-partisan vs.
mainstream. Left-vs-right bias classification at the
article level was also explored by Kulkarni et al.
(2018), who modeled both text and URL struc-
ture. Some work targeted bias at the phrase or
the sentence level (Iyyer et al., 2014), for politi-
cal speeches (Sim et al., 2013) or legislative docu-
ments (Gerrish and Blei, 2011), or targeting users
in Twitter (Preoţiuc-Pietro et al., 2017). More re-
cent work has targeted the political bias of entire
news outlets (Baly et al., 2018, 2019). Another
line of related work focused on propaganda, which
is a form of extreme bias (Rashkin et al., 2017;
Barrón-Cedeño et al., 2019a,b). See also a re-
cent position paper (Pitoura et al., 2018) and an
overview paper on bias on the Web (Baeza-Yates,
2018). Overall, most of the above work focused
on finding effective representations, e.g., in terms
of features, rather than investigating the impact of
sophisticated learning algorithms.

Recently, BERT, a pre-trained deep neural net-
work (Devlin et al., 2019), based on the Trans-
former (Vaswani et al., 2017), has improved the
state of the art for many natural language pro-
cessing tasks. For example, it reached a score of
80.4 on the GLUE benchmark1, 86.7% accuracy
on MultiNLI, and F1=93.2 on the SQuAD v1.1
question answering task. Currently, the top 11 sys-
tems in the SQuAD v2.0 use BERT.2

1https://gluebenchmark.com/.
2http://rajpurkar.github.io/

SQuAD-explorer/.

https://gluebenchmark.com/
http://rajpurkar.github.io/SQuAD-explorer/
http://rajpurkar.github.io/SQuAD-explorer/
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3 Method

We hypothesize that hyperpartisanship and ex-
treme bias detection are related to sentiment anal-
ysis, which is one of the tasks in the GLUE bench-
mark. Given the recent success of BERT (Devlin
et al., 2019) for sentiment analysis and other lan-
guage processing tasks, we decided to experiment
with it for hyperpartisan news detection.

In order to have a reference, we also experi-
mented with Random Forests over TF.IDF repre-
sentations. We used two BERT models: BERT
without fine-tuning, and BERT with fine-tuning.
We describe them in more detail below. In each
case, we extracted features from the title and from
the main text of the articles separately.

3.1 TF.IDF Features

In order to have a reference to compare our BERT-
based approaches to, we also experimented with
word-level TF.IDF features. First, we converted
all text to lowercase and we stemmed it with the
Porter stemmer. Then, we removed words with
document frequency higher than 0.8. We then ex-
tracted two feature vectors by computing the term
frequency and the inverse document frequency
once on the title and separately on the body of the
articles. We ended up with feature vectors of size
110,229 for the title and 1,798,179 for the content
when TF.IDF vectors were computed on BP-train
and BA, and 95,806 for the title and 1,507,789 for
the content, when BA only was used.

We used the feature vectors in a Random For-
est classifier with 100 estimators. Note that, dif-
ferently from BERT, the TF.IDF representation is
able to use information from the entire article.

3.2 Pre-trained BERT Features

Our second approach uses features extracted from
Google’s BERT, a model with pre-training lan-
guage representations (Devlin et al., 2019). We
fed to the model (i) the entire title and (ii) the first
256 tokens from the body of the article as two sep-
arate inputs, and then we obtained vector repre-
sentations from the last layer of the BERT neural
network. Note that we used the pre-trained BERT
rather than training it with the data from the com-
petition. Next, we concatenated the vectorial rep-
resentations and we fed them to a two-layer feed-
forward neural network with 32 neurons in the hid-
den layer. We used tanh as the activation function
and a Gaussian noise with σ = 0.2.

3.3 Fine-tuned BERT Features
A natural extension of the approach in Section 3.2
is to fine-tune the BERT model on the datasets of
the competition, i.e., on BP+BA. We performed
fine-tuning on the same input used for computing
the TF.IDF representations and we obtained two
models, one from the titles only and one from the
content of the articles only. As we did for the pre-
trained model, we concatenated the internal vector
representations from the last layer for both models
and we passed them to the second neural network
as in Section 3.2.

4 Experiments

We performed a number of experiments in or-
der to select the best models to submit as official
runs for the competition. The best model for the
by-publisher dataset was selected on BP-val af-
ter training the models on BP-train. Since there
was no validation set for the by-article dataset and
BA was too small to be divided into training and
validation sets, we trained our models on BP and
we selected the best-performing one on BA. Ta-
ble 1 shows the obtained accuracy values on BP-
val (By-publisher) and BA (By-article) datasets.
As we can observe, the performance of the TF.IDF
model is behind those when using BERT, both
with and without fine-tuning.

As a result, we opted for the two BERT mod-
els, trained on BP+BA, as our submissions for the
competition. Table 2 shows the results on the hid-
den test sets.

Model By publisher By article

TF.IDF 56.13% 56.12%
BERT (no tuning) 61.20% 60.93%
BERT (fine-tuned) 61.70% 61.30%

Table 1: Validation results: Accuracy for our TF.IDF
and BERT models on the by-publisher validation (BP-
val) and on the by-article (BA) sets. The training was
performed on BP-train and BP, respectively.

Model By publisher By article

BERT (no tuning) 63.25% 64.49%
BERT (fine-tuned) 64.60% 64.50%

Table 2: Testing results: Accuracy on the hidden test
sets for the BERT models we submitted. Both models
were trained on BP+BA.
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Figure 1: Title as input: Accuracy, at each epoch, for
the fine-tuned BERT model. T-T stands for training and
evaluating on BP-train, T1, T2 for training on the first
half of BP-train and evaluating on the second half, T-V
for training on BP-train and evaluating on BP-val.

4.1 Result Analysis and Post-Submission
Experiments

When developing the model for the submission,
we focused on the datasets with by-publisher an-
notation. This is probably the reason why we per-
formed much better on the by-publisher hidden
test set, 7th out 28 teams, than on the hidden by-
article test set, 29th out of 42 teams.

Another possible reason for the low results on
the by-article hidden test set is overfitting on BP:
our model might have learned to discriminate the
publishers appearing in BP instead of the required
labels hyperpartisan / non-hyperpartisan. Recall-
ing that BP-val does not contain any articles from
the publishers in BP-train, we conducted an exper-
iment to see whether there was a correlation be-
tween the articles in the different partitions of the
provided dataset. In particular, we created a re-
current model with a single layer of 1,024 GRUs,
and we trained it on 80% of the data and we evalu-
ated it on the remaining 20%. The model achieved
99.99% accuracy at predicting whether the article
was from BP-train or from BP-val.

We further performed three additional experi-
ments with the fine-tuned BERT model: (i) train-
ing and evaluating on BP-train, (ii) training on the
first half of BP-train and evaluating on the second
half of BP-train, and (iii) training on BP-train and
evaluating on BP-val.

Figure 1 shows the accuracy for BERT at each
epoch when using titles for the three configura-
tions (i)–(iii) above: T is BP-train, T1 and T2 are
the two halves of BP-train, and V is BA.
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Figure 2: Content as input: Accuracy, at each epoch,
for the fine-tuned BERT model. T-T stands for training
and evaluating on BP-train, T1, T2 for training on the
first half of BP-train and evaluating on the second half,
T-V for training on BP-train and evaluating on BP-val.

Figure 2 reports the performance for the same ex-
periments when using the body text of the articles
as input. While the accuracy for the curves T-T
and T1-T2 is close to 100% or is monotonically
increasing with respect to the number of training
epochs, the curve T-V does not show the same be-
havior, suggesting that 58.42% is close to the best
performance that can be achieved in this setting.
The accuracy values, although not directly com-
parable, show that there is a huge gap between the
performance on a dataset with the same set of pub-
lishers (T-T and T1-T2) vs. on a dataset where
the news comes from a different set of publishers
(T-V), thus supporting our hypothesis.

5 Conclusions and Future Work

We have described our participation in SemEval-
2019 task 4 on hyperpartisan news detection. In
particular, we explored using TF.IDF and BERT-
derived representations, and we found the latter
to be more informative. Thus, we submitted two
BERT models as our official runs to the competi-
tion: one with and one without fine-tuning. Inter-
estingly, fine-tuning the model did not yield any
sizable improvements. Our analysis suggests that
our BERT models might be learning the source of
the article, rather than whether it represents a piece
of hyperpartisan news.

In future work, we plan to experiment with the
big cased BERT model and to combine it with
stylistic features, which have been proven success-
ful for the hyperpartisanship detection task.
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