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Abstract

In this paper, we present the system descrip-
tion of offensive language detection tool which
is developed by the KMI−Coling Group under
the OffensEval Shared task. The OffensEval
Shared Task was conducted in SemEval 2019
workshop. To develop the system, we have
explored n-grams up to 8-gram and trained
three different systems namely A, B and C
system for three different sub tasks within the
OffensEval task which achieves the accuracy
of 79.76%, 87.91% and 44.37% respectively.
The task was completed using the data set pro-
vided to us by OffensEval organisers, which
was the part of OLID data set. It consists of
13,240 tweets extracted from twitter and were
annotated at three levels using crowd sourcing.

1 Introduction

The very first question which arises in one’s mind
when one starts working in the area of computa-
tional sociolinguistics research related to the lan-
guage usage in social media and networking sites
is what is offensive language and its related terms
such as hate speech, aggression and all? The sec-
ond question arises is related to the definition of
this terminology. We would suggest that offen-
sive language is still not a very well-defined phe-
nomenon. As we know that the natural language
is productive in nature. These aspect of the lan-
guage use has always existed as part of the speech
repertoire of the speaker. In the area of scientific
study, we need to move forward with a definition.
Therefore we will go by the definition given by Jay
and Janschwetiz which states that Offensive lan-
guage is vulgar, pornography and hateful language
(Chen et al., 2012). But even this definition does
not incorporate the many more structure which is
neither vulgar nor pornography nor hateful but are
definitely offensive. Such type of structure is what
leads to challenges in the detection of offensive

language in the discourse. With the increase in
the culture of social media and social networking
sites, the use of offensive language has increased
rapidly. Moreover, it has also given a very good
platform to conduct different research in the given
area.

2 Literature review

This section gives a brief outline of the existing
literature and approaches that are available for of-
fensive language detection. Lots of research works
are being done to detect offensive language and
there has been significant progress over time. Lex-
ical Syntactic based framework was used for sen-
tence offensive detection and user offensive detec-
tion by Chen et al. (2012). Another study by Xiang
et al. (2012) which uses keyword matching tech-
nique that performed very well in literature do-
main. Razavi et al. (2010) uses auxiliary weighted
repository by matching the text to its graded en-
tries with the help of both rule-based and statisti-
cal pattern to detect flames from the text. Maisto
et al. (2017) uses a lexicon-based method for the
automatic identification and classification.

3 System Overview

We built three different systems for three sub tasks
in the shared task. The system was built using a
supervised machine learning approach trained on
different classifiers using n-gram model.

3.1 System A
The very first was developed to detect whether the
tweets are offensive or not. The system uses uni-
gram and bigram in the feature set and was trained
on Linear SVM classifier.

3.2 System B
The second system was developed to detect
whether the tweets are targeted or non-targeted
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only if the tweets are offensive in nature. This sys-
tem has also been trained on linear SVM with n-
gram language model which consisted of unigram,
bigram, trigram and 4-gram.

3.3 System C
The third system was one step ahead to detect
whether the tweets are targeted to an individual,
group or other. In which the third category ’other’
includes a wide range of categories such as entity,
organisation, place, country and many more. The
system is trained on decision tree with n-gram fea-
ture starting from uni-grams to 8-grams.

4 Experiments

In this section, we briefly describe the experimen-
tal settings which are used to develop offensive
language detection tool.

4.1 Data set
The data we used to train and test the system was
provided by SemEval shared task 2019 under task
6 called OffensEval (Zampieri et al., 2019a). The
data set consists of 13,240 annotated tweets which
were extracted from OLID, Offensive Language
Identification Dataset (Zampieri et al., 2019a).
The data set was further divided into training and
testing set in the ratio 80:20. We have used the
same data set to train and test all the three systems
developed to participate in the sub task of Task 6
in SemEval 2019.

4.2 Annotation
The data was hierarchically annotated using crowd
sourcing. The gold labels were assigned by tak-
ing inter-annotator agreement into consideration.
No correction has been carried out on the crowd
sourcing annotations. The tweets were annotated
at three levels. Level A differentiates the tweets
between offensive and non-offensive. Level B cat-
egory the offensive tweets in another level that
whether the offensive tweets are targeted or non-
targeted insults or threat. Level C category further
categorise the targets of the insult into three dif-
ferent categories as an individual, group or other
(Zampieri et al., 2019a).

4.3 Development of systems for sub tasks
In the next step, we developed three offensive de-
tection systems to detect offensive tweets, targeted
insults and to categorise the targeted insults using
n-gram language model.

Training and development of system for sub
task A
The systems were trained independently on SVM.
To explore the role of n-gram feature in the detec-
tion of offensive language we have used the scikit-
learn toolkit to experiment with unigram, bigram,
trigram and 4-gram. We used the tweets and only
Label A to train the system for development of
system A.

Training and development of system for sub
task B
Like system A, system B is trained on SVM with
the scikit-learn toolkit to experiment with uni-
gram, bigram, trigram and 4-gram. The system
was trained and tested using tweets, Label A and
Label B.

Training and development of system for sub
task C
The third system was trained on two different clas-
sifier SVM and Decision tree with the same scikit-
learn toolkit. The feature set for the system con-
sists of n-gram ranging from unigrams to 8-gram.s
In order to train the system, we have used the
tweets, Label B, and Label C.

5 Detailed Error Reports of the
KMI−Coling System

This section presents a detailed study of the result
that is achieved by the developed systems.
System A performs well with the only unigram
when trained with SVM. We also weighted the
feature set with TF-IDF but that turned out to give
very disappointing results and thus was discarded
from the final feature set. Similarly, bigram, tri-
gram and 4-gram decrease the accuracy of the sys-
tem. The final trained system gave the precision
of 78.72%, recall of 79.77% with an F1 score of
78.58%. The confusion matrix of the system pro-
viding the detail error is given in figure 1, which
shows that 122 offensive tweets were called as
non-offensive. Whereas 568 tweets were recog-
nised correct by the system. On the other hand,
52 non-offensive tweets were labelled as offensive
tweets and 118 offensive tweets were marked cor-
rectly by the system (Zampieri et al., 2019b).

System B, unlike system A, performed well in
terms of accuracy, but the recall of non-targeted
offensive tweets is lowered when trigram and 4-
gram are implemented. Weighting the feature set
using TF-IDF also did not work well as it de-
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Figure 1: Confusion matrix of sub task A

creases the accuracy of the system. Finally, the
system was trained only with unigram and bigram.
The overall precision of the system is 84.38%, re-
call is 87.92% and F1 score is 85.37%. Figure 2
shows the confusion matrix of the system. The
matrix gives the error report such that 23 non-
targeted tweets were label targeted by the system
whereas only 6 targeted tweets were marked as
non-targeted.

Figure 2: Confusion matrix of sub task B

As we have mentioned above system c was
trained on two classifiers SVM and Decision Tree.
We will be only reporting the final confusion ma-
trix of the system C which was trained on Decision
Tree. The precision of the system is 52.84%, re-
call is 59.15% and F1 score is 55.31%. We can
easily detect and study the error from the con-
fusion matrix given in Figure 3. Twenty tweets
which originally belong to other group categorised

Figure 3: Confusion matrix of sub task C

in GROUP, 14 tweets in INDIVIDUAL. Secondly,
13 tweets which belong to INDIVIDUAL were put
into GROUP and 6 of them in OTHER. Thirdly, 30
tweets which were targeted towards a group were
labelled in INDIVIDUAL and 4 tweets in OTHER.

6 Conclusion

In this paper, we propose an offensive detection
tool which is only based on the n-gram model. We
have experimented with n-gram model where n =
1,2,3,4,5,6,7,8 via statistical model. The n-gram
model has been shown to perform well in very
less amount of time in comparison to other mod-
els. The accuracy of system A is 79.76%, system
B is 87.91% and of system C is 44.37% in our ex-
periment. In addition to this, it is very easy to im-
plement n-gram and consume very less amount of
time. Our system can be further improved with
the help of neural network. As we can see that the
n-gram model also accommodate the phrase level
structure from the given text. Therefore, imple-
menting simple sentence feature would not help in
increasing the accuracy. The sentence level feature
would work only when there is a language specific
feature.
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