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Abstract

This article describes the strategy submitted
by the CiTIUS-COLE team to SemEval 2019
Task 5, a task which consists of binary clas-
sification where the system predicts whether
a tweet in English or in Spanish is hateful
against women or immigrants or not. The
proposed strategy relies on combining linguis-
tic features to improve the classifier’s perfor-
mance. More precisely, the method combines
textual and lexical features, embedding words
with the bag of words in Term Frequency-
Inverse Document Frequency (TF-IDF) repre-
sentation. The system performance reaches
about 81% F1 when it is applied to the training
dataset, but its F1 drops to 36% on the official
test dataset for the English and 64% for the
Spanish language concerning the hate speech
class.

1 Introduction

Hate speech is usually defined as any communica-
tion that derogates a person or a group based on
some characteristic such as race, color, ethnicity,
gender, sexual orientation, nationality, religion,
or another characteristic (Schmidt and Wiegand,
2017). The spread of the Internet and the increas-
ing use of social networks has led people to have
an increased willingness to express their opinions
online. Despite the great benefits of using the In-
ternet and particularly the social networks, the risk
is that people are more likely to adopt aggressive
behavior because of the anonymity provided by
these environments. This contributes to the prop-
agation of hate speech as well. Since this type
of tendentious communication can be extremely
harmful to society, governments and social net-
work platforms can benefit from detection and pre-
vention tools. The scientific study of hate speech,
from a computer science point of view, is recent,
and the number of studies in the field is low (For-

tuna and Nunes, 2018). The goal of SemEval-
2019 Task 5 as described in Basile et al. (2019) is
Hate Speech detection in Twitter focused on two
specific targets, women and immigrants. The task
is organized in two related sub-tasks for each lan-
guage (English and Spanish):

• TASK A - Hate Speech Detection against Im-
migrants and Women

• TASK B - Aggressive behavior and Target
Classification.

In this article, we describe our proposed system for
task A only. Our approach is mainly based on the
generation of corpus-based dictionaries containing
hate speech words which are used in addition to
other linguistic features to improve the efficiency
in detecting hate speech in both English and Span-
ish languages.

This paper is organized as follows. The method
is described in Section 2. Experiments, results,
and a discussion on them are presented in Section
3. Finally, conclusions are addressed in Section 4.

2 Method

We deal with the task by automatic classifiers
composed of training data in a supervised strategy.
The characteristics of tweets are encoded as fea-
tures in vector representation. These vectors and
the corresponding labels feed the classifiers.

2.1 Features
Linguistic features are the most important and in-
fluential factor in increasing the efficiency of clas-
sifiers for any task of text mining. Many stud-
ies examined the impact of these features in many
tasks such as polarity classification (Almatarneh
and Gamallo, 2018b, 2019). In this study, we in-
cluded a number of linguistic features for the task
of determining hate speech in tweets. The main
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linguistic features we will use and analyze are the
following: N-grams, word embeddings, and lexi-
cal features.

2.1.1 TF-IDF features
We model texts by n-grams based on the occur-
rence of unigrams of words that occur in docu-
ments. The unigrams are very valuable elements
to find very relevant expressions in the domain of
interest. All terms are assigned a weight by TF-
IDF which is computed in Equation 1:

tf/idft,d = (1 + log(tft,d))× log(
N

dft
), (1)

where tft,d is the term frequency of term t in docu-
ment d. N stands for the the number of documents
in the collection and, dft represents the number of
documents in the collection containing t. To trans-
form the tweets into a matrix of TF-IDF features,
we used sklearn feature extraction Python library.1

2.1.2 Doc2Vec
To represent the tweets, we make use of the
Doc2Vec algorithm described in Le and Mikolov
(2014). This neural-based model is efficient when
you have to account for high-dimensional and
sparse data (Le and Mikolov, 2014; Dai et al.,
2015). Doc2vec learns corpus features using an
unsupervised strategy and provides a fixed-length
feature vector as output. The output is then fed
into a machine learning classifier. We used a freely
available implementation of the Doc2Vec algo-
rithm included in gensim, 2 which is a free Python
library. The implementation of the Doc2Vec al-
gorithm requires the number of features to be re-
turned (length of the vector). Thus, we performed
a grid search over the fixed vector length 100 (Col-
lobert et al., 2011; Mikolov et al., 2013a,b).

2.1.3 Lexical features
Lexical features consist of specific words iden-
tified as belonging to the class of hate speech.
For instance, as word bitch can be associated
with hate speech, it will be added to a specific
dictionary containing words associated with hate
speech. In addition, a weight is assigned to each
word. The higher the weight the more intense the

1http://scikit-learn.org/stable/
modules/generated/sklearn.feature_
extraction.text.TfidfVectorizer.
html#sklearn.feature_extraction.text.
TfidfVectorizer

2https://radimrehurek.com/gensim/

hate value of the word. We automatically built sev-
eral weighted dictionaries from the annotated cor-
pus:

• Dictionary of lexical words 295 English
words and 262 Spanish words.

• Dictionary of hashtags: 1090 English hash-
tags and 201 Spanish hashtags.

• Dictionary of address references: 1661 En-
glish references and 1263 Spanish references.

We just considered words belonging to lexical
categories, hence, only nouns, verbs, adjectives,
and adverbs were selected. PoS tagging for En-
glish and Spanish was carried out with the multi-
lingual toolkit LinguaKit (Gamallo et al., 2018).

The method to build the hate speech dictionar-
ies is somehow inspired by that reported in Al-
matarneh and Gamallo (2018a, 2017) for very neg-
ative opinions. The hate speech score of a word,
noted HS, is computed as follows:

HS(w) =
freqtotal(w)

freqhs(w)
(2)

where freqtotal(w) is the number of occurrences
of word w in the whole corpus, and freqhs(w)
stands for the number of occurrences of the same
word in the segments (tweets) annotated as hate
speech. In addition to the hate speech score HS,
it is also required to compute a threshold above
which the word is considered hate speech. So, we
compute the difference between the use of a word
as hate speech and as not:

DIFF (w) = freqhs(w)− freq−hs(w) (3)

where freq−hs(w) stands for the occurrences of
w in segments that are not hate speech. To insert
a word in the dictionary, the value of DIFF (w)
must be higher than a experimentally set threshold.
In our experiments, this value was 5. So, in our
dictionaries, we only selected those words (hash-
tags or references) with DIFF values higher than
5. Finally, words were ranked by their HS score
giving rise to weighted and ranked lexicons.

3 Experiments

The main datasets that were used for training and
testing our model are described in Basile et al.
(2019). This article describes the SemEval-2019
Shared Task 5 aimed at Hate Speech detection in
Twitter.

http://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html#sklearn.feature_extraction.text.TfidfVectorizer
http://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html#sklearn.feature_extraction.text.TfidfVectorizer
http://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html#sklearn.feature_extraction.text.TfidfVectorizer
http://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html#sklearn.feature_extraction.text.TfidfVectorizer
http://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html#sklearn.feature_extraction.text.TfidfVectorizer
https://radimrehurek.com/gensim/
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Table 1: Performance on the training dataset with different feature configurations of TF-IDF, Doc2Vec and lexicons
for English language.

Featuers
Hate Not

Avg F1 Accuracy
Prec. Rec. F1 Prec. Rec. F1

TF-IDF 0.72 0.68 0.70 0.79 0.82 0.80 0.76 0.76
Doc2Vec 0.68 0.52 0.59 0.71 0.83 0.77 0.69 0.70
Lexicon 0.69 0.46 0.55 0.7 0.86 0.77 0.68 0.69
Doc2Vec + Lexicon 0.71 0.57 0.63 0.74 0.84 0.79 0.72 0.73
All 0.78 0.74 0.76 0.83 0.86 0.84 0.81 0.81

Table 2: Performance on the training dataset with different feature configurations of TF-IDF, Doc2Vec and lexicons
for Spanish.

Featuers
Hate Not

Avg F1 Accuracy
Prec. Rec. F1 Prec. Rec. F1

TF-IDF 0.75 0.7 0.72 0.78 0.83 0.80 0.77 0.77
Doc2Vec 0.57 0.11 0.18 0.58 0.94 0.72 0.49 0.58
Lexicon 0.82 0.66 0.73 0.78 0.89 0.83 0.79 0.79
Doc2Vec + Lexicon 0.82 0.68 0.74 0.78 0.89 0.83 0.79 0.80
TF-IDF + Lexicon 0.81 0.76 0.78 0.83 0.86 0.85 0.82 0.82

3.1 Development and training

As we considered that the size of the training col-
lection provided by the organizers was not large
enough, we made use of another available training
data for the same task to build our lexicons.3 The
algorithm to build the lexicons has been described
above in Subsection 2.1.3.

As far as the classification strategy is con-
cerned, we decided to use sklearn.svm.LinearSVC
for learning the classifiers.4 Suport Vector Ma-
chine (SVM) proved to be the best strategy for
detecting extreme opinions in previous work (Al-
matarneh and Gamallo, 2019)

The training dataset provided by the organizers
of the shared task was used as a development cor-
pus so as to learn the best feature configuration
using 10-fold cross-validation.

Tables 1 and 2 shows the result of the exper-
iments on the training corpus. In these tables,
we depict the performance of all tested features in
both English and Spanish Languages. The com-
bination of all features (TF-IDF, Doc2Vec, and
lexicons) gives the best performance for English.

3https://github.com/ZeerakW/
hatespeech/blob/master/NAACL_SRW_2016.
csv

4https://scikit-learn.org/stable/
modules/generated/sklearn.svm.LinearSVC.
html

However, in Spanish the use of Doc2Vec made it
lower the performance as the best F1 was achieved
by just combining TF-IDF with lexical features.

3.2 Test

Taking into account the results shown in tables 1
and 2, we submitted two different model configu-
rations for English and Spanish testing. More pre-
cisely, for English TASK A we used the combina-
tion of all features, whereas the Spanish model in
TASK A was built by only combining lexical and
TF-IDF features.

Unlike the experiments on the training dataset,
our approach showed bad performance on the test
dataset as Table 3 shows.

The poor scores in the English dataset are due
to the strange behavior of our approach with the
non-hate speech class of speech class. Recall on
this class was merely 0.07 while on the target class
reached 0.97.

4 Conclusions and Future Work

The approach we developed for the task of hate
speech detection in English and Spanish is mainly
based on the generation of lexicons containing
hate speech words. Lexicons are used in addition
to other linguistic features (TF-IDF and Doc2Vec)
to improve the efficiency of a SVM classifier.

https://github.com/ZeerakW/hatespeech/blob/master/NAACL_SRW_2016.csv
https://github.com/ZeerakW/hatespeech/blob/master/NAACL_SRW_2016.csv
https://github.com/ZeerakW/hatespeech/blob/master/NAACL_SRW_2016.csv
https://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html
https://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html
https://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html
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Table 3: Performance of our approach on the test dataset for English and Spanish languages

Featuers
Hate Not

Avg F1 Accuracy
Prec. Rec. F1 Prec. Rec. F1

TASK A English 0.43 0.97 0.60 0.77 0.07 0.13 0.36 0.45
TASK A Spanish 0.59 0.54 0.56 0.70 0.74 0.72 0.64 0.66

Even if we obtained acceptable results in the de-
velopment phase using the training corpus (more
than 0.80 F1 score), the results achieved in the test
phase were disappointing, especially for the En-
glish language.

In order to discover the problems underlying
our overfitted model, a deep error analysis will be
performed. Once released the dataset test, we will
be able to analyze the contribution of each of the
features used so that we can check if it was one
of the lexicons that caused the low performance of
our system.

In future work, our objective is to improve the
basic method to build hate speech lexicons (and
related topics) from annotated corpora in order
to use them in both supervised and unsupervised
strategies.
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