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Abstract

In this paper, we describe the participation of
team “CLP” in SemEval-2019 Task 3 “Con-
textual Emotion Detection in Text” that aims
to classify emotion of user utterance in tex-
tual conversation. The submitted system is
a deep learning architecture based on Hier-
archical Attention Networks (HAN) and Em-
bedding from Language Model (ELMo). The
core of the architecture contains two represen-
tation layers. The first one combines the out-
puts of ELMo, hand-craft features and Bidi-
rectional Long Short-Term Memory with At-
tention (Bi-LSTM-Attention) to represent user
utterance. The second layer use a Bi-LSTM-
Attention encoder to represent the conversa-
tion. Our system achieved F1 score of 0.7524
which outperformed the baseline model of the
organizers by 0.1656.

1 Introduction

Emotion detection has been widely researched in
psychology, sociology and computer science. Be-
ing able to recognize the emotion of text is of
vital importance in the human-computer interac-
tion (Cowie et al., 2001). However, detecting
emotion in text is generally considered very chal-
lenging in absence of facial expression or voice
modulation. In domain of natural language pro-
cessing, emotion detection is a task of associating
words, phrases or documents with emotions us-
ing psychological models (Duppada et al., 2018).
Traditional rule-based approaches (Balahur et al.,
2011; Chaumartin, 2007) and machine learning
approaches (Alm et al., 2005; Balabantaray et al.,
2012) rely on extracting word-level features to
classify emotion. These methods suffer from low
recall as many texts do not contain emotion words.
To tackle the problem, recent deep learning ap-
proaches (Mundra et al., 2017) take the advan-
tage of Word2Vec representation (Mikolov et al.,
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2013a) to extract semantic features and achieve
remarkable performance. However, limited re-
searches have been done in classifying textual con-
versation emotions, which is further compounded
by difficulty in the context understanding.

Task 3 “Contextual Emotion Detection in Text”
in SemEval-2019 aims to find better solutions
for those difficulties in contextual emotion de-
tection (Chatterjee et al., 2019). The task con-
siders textual emotion classification on four-point
scale(Happy, Sad, Angry along with an Others
category). It classifies emotion of user utterance
along with 2 turns of context in conversation.

This paper describes the components and results
of our emotion recognition system. The proposed
system is a deep learning model based on HAN,
which combines multiple encoding methods in-
cluding EL.Mo, hand-craft features and Bi-LSTM-
Attention encoder. Our system yields a micro-
averaged F1 score of 0.7524 on test-set of Task
3 of SemEval 2019.

2 System Description

Figure 1 provides a overall architecture of our ap-
proach, which consists of three components: (1)
preprocessing, where we use a specially designed
text processing method to prepare inputs for our
neural network, (2) utterance encoder, where we
use ELMo, hand-craft features and Bi-LSTM-
Attention encoder to represent user utterance, (3)
conversation encoder, where we use a Bi-LSTM-
Attention layer to represent the conversation.

2.1 Preprocessing

Twitter limits that a tweet should not exceed 140
characters, which makes users use informal ways
to express themselves. Emotion detection for
these kinds of tweets is very challenging. To en-
sure effective feature extraction, we use Ekphrasis
(Baziotis et al., 2017) to normalize the utterance.
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Figure 1: Overall architecture of our approach.

Ekphrasis contains a text processing pipeline that
is specially designed for social network texts. The
following steps are applied to utterances and lexi-
cons in corpus:

1. Tokenization. @ We use the tokenizer in
Ekphrasis to split utterance into word tokens
and extract text emoticons from raw texts.
The tokenizer is effective in splitting com-
pounded words that are commonly used in
Twitter. For example, the output of “#ifeel-
sad” will be “# 1 feel sad”.

Normalization. We use regex regressions
to detect and normalize categories, such as
url/email/money/time/date. These categories
are not sensitive features in the task.

. Annotation. We annotate all uppercase
words, repeated words and elongated words
with corresponding tags, e.g. “helloooooo”
to “hello <elong>"; “yesyesyes” to “yes
<repeated>"; “HELLO” to ‘“hello <all-
caps>". These informal words are vital fea-
tures for prediction because they are rich in
emotion.

. Spelling Correction. We manually build a
dictionary for out-of-vocabulary words (not
in pre-trained word vectors) based on the pro-
vided datasets. 921 words are collected and
corrected. The spelling correction reduces
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percentage of unknown words from 18% to

12%.

5. Emoji and Emoticon Normalization. We
normalize emojis/emoticons because some of
them have the same meaning. For example,
“<3” and “<<33” both indicate heart, while
“:((C’ and “:(” both represent unhappy.

6. Lowercase. All characters in user utterance
are converted to lowercase.

2.2 ELMo

ELMo (Peters et al., 2018) is an off-the-shelf pre-
trained language model that produces deep con-
textualized word representation, which captures
both syntax and semantic information. ELMo
can be easily integrated into existing model and
usually leads to performance improvement. For
most state-of-the-art Natural Language Process-
ing (NLP) tasks, pre-trained word representation
is a key component (Mikolov et al., 2013b; Pen-
nington et al., 2014). We assume that different
word representations allow the model to benefit
from diversified information, so we make ELMo
a part of our utterance encoder. Specifically, to
generate ELMo representation, we use pre-trained
model provided by TensorFlow Hub !, which out-
puts a mean-pooling vector of all contextualized

"https://tfhub.dev/google/elmo/2.



Dataset Others Happy Sad Angry | Total

original training 14948 4243 5463 5506 | 30160
cleaned training 14865 4231 5447 5476 | 30019
cleaned + augmented training | 20351 14566 11240 8319 | 54476

Table 1:

word representations with 1024 dimensions in our
model.

2.3 Hand-craft Features

Hand-craft features represent prior knowledge.
We extract hand-craft features related to emoji and
emoticon because they are frequently used as emo-
tion indicators in Twitter and vital to textual emo-
tion detection. We create a list that contains 300
emojis and emoticons based on this corpus. With
the list, we build a Term Frequency—Inverse Doc-
ument Frequency (TF-IDF) vectorizer. Finally, we
convert the utterance to a 300 dimensions vector.

24 HAN

HAN (Yang et al., 2016) is designed to capture
hierarchical structure in document. Conversation
has the same hierarchical structure (words form
sentence, sentences form conversation) as docu-
ment, so we use HAN as the main structure of our
system. Our HAN structure has two layers: utter-
ance encoder and context encoder.

Utterance Encoder. We use pre-trained word
vectors of GloVe (Pennington et al., 2014) for
Twitter as our word embedding. The word embed-
ding is put into a 1-layer Bi-LSTM followed by
an attention layer (Vaswani et al., 2017). Figure 1
gives the architecture of Bi-LSTM-Attention. The
Bi-LSTM summarizes utterance from both direc-
tions and incorporates the contextual information,
while the attention mechanism extracts word im-
portance. After the Bi-LSTM-Attention, we com-
bine the output of Bi-LSTM-Attention, ELMo and
hand-craft feature vector to represent user utter-
ance.

Conversation Encoder. Given the utterance
representation of each turn, we get the conversa-
tion representation in a similar way. We use an-
other Bi-LSTM layer to summarize the contextual
information in conversation, and we apply atten-
tion mechanism to capture the importance of each
turn. The output vector of the conversation en-
coder is a high level representation of the conver-
sation and can be used as features for classifica-

Emotion Distribution of Datasets.

tion, which is a final softmax layer that predict the
emotion.

3 Experiments and Evaluation

3.1 Data Preparation

The organizers provide 30160 conversations for
training, 2755 for development and 5509 for test.
Before training, we remove conversations that
might not be correctly labeled. Then we create
more datasets by data augmentation.

Data Cleaning. We firstly train our models
with five-fold cross validation. 500 false positive
data points with high confidence are picked out.
Among them, we manually filter and delete 141
wrong labeled conversations.

Data Augmentation. Data augmentation (DA)
is frequently used in Computer Vision (Fawzi
et al., 2016). However, this method is less pow-
erful in NLP because NLP data is discrete. Even
small perturbations may change the meaning of a
whole sentence. In this task, we assume that the
positions of emojis and emoticons do not influence
the emotion of sentences, so DA can be consid-
ered reliable. Our DA includes two steps, 1) all
emojis and emoticons in an utterance are extracted
by using Ekphrasis, 2) we relocate the emojis and
emoticons to the start and the end of the utterance,
thus we create 2 additional utterances (not applied
for utterances that contain emojis/emoticons only,
or utterances begin or end with emojis/emoticons).
In total, we get at most 3 utterances for each turn,
which means 27 conversations for three turns.

Table 1 describes the emotion distribution of
original, data cleaned, data cleaned and aug-
mented training datasets. The proportion of
each class in original training dataset is around
4:1:1:1 (Others:Happy:Sad:Angry) and it remains
the same after data cleaning. However, DA
changes the proportion to around 5:4:3:2 be-
cause Twitter users are more likely to use emo-
jis/emoticons when they post happy, sad and an-
gry tweets. In total, 24457 additional data points
are created and the distribution of Angry, Sad and
Happy classes is improved.

166



Model FlAngry FlHappy FlSad Flysicro

Baseline of Organizers 0.5945 0.5461 0.6149 | 0.5868

HAN 0.6585  0.6716  0.7667 | 0.6935

HAN+ELMo 0.6922  0.6973 0.7462 | 0.7102
HAN+ELMo+HCF 0.7062  0.6997 0.7575 | 0.7199
HAN+ELMo+HCF+Preprocessing 0.7552 0.6935 0.7959 | 0.7459
HAN+ELMo+HCF+Preprocessing+DA | 0.7607  0.7013  0.7961 | 0.7524

Table 2: Class-wise and micro-averaged F1 scores for models. Our best result comes from HAN + ELMo +

Hand-craft Feature (HCF) + Preprocessing + DA.

3.2 Hyper-parameters

We minimize the cross-entropy loss function by
using back-propagation with Adam (Kingma and
Ba, 2015) and mini-batches of size 64. In order to
optimize our results, we introduce class weights
in loss function to reduce the impact of the unbal-
anced training set. The value of class weights is set
based on the distribution of classes. The config-
uration of hyper-parameters includes as follows:
the word embedding size is 200; the dimension of
hidden layer size in LSTM is 200; the max length
of the utterance in each turn is set 25, as nearly
99% of the utterances have less than 25 word to-
kens; the dropout rate is 0.2 to prevent over-fitting;
the learning rate is 10e-3 and the learning rate de-
cay is 10e-5 for each update.

3.3 Results and Discussion

Table 2 presents the results of different ap-
proaches. The organizers provide a baseline model
with 0.5878 F1 score. Our best model achieves F1
score of 0.7524 which outperforms the baseline by
0.1656. We present 5 models to show how dif-
ferent components (Preprocessing, ELMo, Hand-
craft features and DA) affect the performance. The
results indicate that HAN is well performed in this
task, which alone increases F1 score from 0.5878
to 0.6935. With ELMo encoder and hand-craft
features, the performance improves by 0.0264 and
continues to rise to 0.7449 if we apply preprocess-
ing to the utterances. DA improves the F1 score of
Angry, Sad and Happy, suggesting that more data
points of these three classes are beneficial for the
task.

Attention weight in HAN reflects how utter-
ances contribute to emotion classification. There-
fore, we calculate the average attention weight of
three turns in conversation of test-set. Figure 2
shows that the third turn contributes the most to
emotion detection, complying with the objective
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Figure 2: Attention weight of three turns.

of the task which is to predict third turn emotion.
We also find that the weight of first turn is higher
than the second, which can be explained by the
fact that the first turn and the third turn come from
the same user.

4 Conclusion

In this paper we describe our solution to SemEval
2019 Task 3. To classify contextual emotion in
a conversation, we propose a HAN based deep
learning model that combines multiple encoding
methods including ELMo, hand-craft features and
Bi-LSTM-Attention encoder. We also build a pre-
processing method to improve inputs quality and
we apply data augmentation to create more data
points. With all these components, our system
achieves micro-averaged F1 score of 0.7524 and
ranks 17th out of 165 teams on Task 3 leader-
board.
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