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Abstract

This shared task is a typical question answer-
ing (QA) task. Specially, this task must give
the answer to the question based on the text
provided. The essence of the problem is ac-
tually reading comprehension. For each ques-
tion, there are two candidate answers, and on-
ly one of them is correct. Existing method
for this task is to use convolutional neural
network (CNN) and recurrent neural network
(RNN) or their improved models, such as long
short-term memory (LSTM). In this paper,
an attention-based CNN-LSTM model is pro-
posed for this task. By adding an attention
mechanism and combining the two models,
the experimental results have been significant-
ly improved. The accuracy of our final sub-
mission is 0.7143.

1 Introduction

Question answering has long been an important re-
search topic in the field of natural language pro-
cessing. Prior to this, there have been many sim-
ilar tasks, and many scholars have made very sig-
nificant contributions to the research in this field.
Such as the Allen Al Science Challenge on the K-
aggle (Schoenick et al., 2016) and the IJCNLP-
2017 shared task 5: Multi-choice Question An-
swering in Exams (Yuan et al., 2017).

Machine comprehension using commonsense
knowledge is required to answer multiple-choice
questions based on narrative texts about daily ac-
tivities of human beings. The answer to many
questions does not appear directly in the text, but
requires simple reasoning to achieve. In terms of
the nature of the problem, this task can be consid-
ered as a binary classification. That is, for each
question, the candidate answers are divided into
two categories: the correct answers and the wrong
answers.

In recent years, many achievements have been
made in machine comprehension-based question
answering. Among the existing methods, the main
differences are in the data processing and the ap-
plication of the model. A dataset for multi-choice
question answering was released by Richardson
et al. (2013). Clark (2015) described how to obtain
more information from the background knowledge
base by introducing the use of background knowl-
edge to build the best scene. A large cloze-style
dataset using CNN and Daily Mail news articles
was created by Hermann et al. (2015). Unlike
previous datasets, Rajpurkar et al. (2016) released
a machine comprehension-based dataset (SQuAD
dataset). It contains over 1M text-question-answer
triples crawled from 536 Wikipedia articles, and
the questions and answers are structured primarily
through crowdsourcing. It also requires people to
submit up to five article-based questions and pro-
vide the correct answer that has appeared in the
original text. For the open-domain QA dataset, it
is even more challenging to get answers because
it requires simple word matching and some simple
reasoning. In SearchQA (Dunn et al., 2017), the
question-answer pairs are crawled from the Jeop-
ardy archives and are augmented with text snip-
pets retrieved from Google search. Kundu and Ng
(2018) proposed an end-to-end, problem-based,
multi-factor attention network that addresses the
task of answering document-based questions. This
model can collect scattered evidence from multi-
ple sentences for the generation of answers.

In this paper, we mainly propose to use
an attention-based CNN-LSTM model for this
task. The word-embedding model we choose is
Word2Vec. Then, the word vectors are fed in-
to the convolutional neural network (CNN) layer.
After that, the results of the CNN layer are fed into
the long short-term memory (LSTM) layer. Final-
ly, an attention mechanism is added into the neu-
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ral networks, and the prediction results are output
via the softmax activation. All the data is pro-
cessed into (text-question-answer) form. For each
candidate answer, the system will give a correc-
t probability (probability of a correct answer) and
a wrong probability (probability of a wrong an-
swer), and the sum of these probabilities is 1. The
answer with the larger correct probability of those
two candidate answers will be selected by the sys-
tem as the correct answer. Furthermore, in order to
exclude the experimental error caused by chance,
nine such models are assembled together for train-
ing. The answers are obtained by hard voting. At
the same time, we also selected a number of oth-
er models (such as the Bi-LSTM, the attention-
based Bi-LSTM and the attention-based LSTM)
for comparative experiments. The experimental
results show that attention-based CNN-LSTM can
achieve better results when using Word2Vec as the
word embedding technique.

The rest of our paper is structured as fol-
lows. Section 2 introduces the CNN, LSTM and
attention-based CNN-LSTM. Experiments and
evaluation will be described in Section 3. The con-
clusions are drawn in Section 4.

2 Model

For this task, we select 10 models for comparison.
Among these models, the attention-based CNN-
LSTM models can get the best results. This mod-
el combines the CNN with the LSTM and incor-
porates the attention mechanism. The most im-
portant elements of this model are the CNN, the
LSTM and the attention mechanism.

The CNN has been proven to be very effective
for local feature extraction. Since the operation
of the CNN layer will lose the long-distance de-
pendency, a LSTM layer is added to handle the
sequential information of the input vectors. The
attention mechanism is a good solution to the in-
formation vanish problem in long sequence input
situations. When dealing with machine compre-
hension problems, their combined use is more ef-
fective than their use individually.

2.1 Convolutional Neural Network

The convolutional neural network was original-
ly used to process image data. In recent years,
the application of the convolution neural network
has gradually infiltrated into many fields, such as
speech recognition and natural language process-

ing. The convolutional neural network consists of
three parts. The first part is the input layer. The
second part consists of a combination of n convo-
Iution layers and a pooling layer. The third part
consists of a fully connected multi-layer percep-
tron classifier. The difference between the convo-
lutional neural networks and ordinary neural net-
works is that the convolutional neural networks
consist of a feature extractor made up of the con-
volutional layers and the sub-sampling layers. In
the convolutional layers, one neuron is connected
to only a few adjacent neurons.

In our experiment, the convolution layer was
mainly used to extract features. The convolution
matrix has m columns, and m is the maximum
length of the sentence. The convolution matrix has
n rows, and n refers to the number of sentences.
The direct benefit of sharing weights (convolution
kernels) is to reduce the number of connections
between layers of the network while reducing the
risk of overfitting.

2.2 Long Short-Term Memory

Traditional recursive neural networks are ineffec-
tive when dealing with very long sentences. The
LSTM model is developed to solve the gradient
vanishing or exploding problems in the RNN. Cur-
rently, the LSTM is mainly used in natural lan-
guage processing such as speech recognition and
machine translation. Compared with the tradition-
al RNN, a LSTM unit is added to the traditional
model for judging the usefulness of information.
Each unit mainly contains three gates (the forget
gate, the input gate, and the output gate) and a
memory cell. The system will judge the useful-
ness of the information after the input information
is fed into an LSTM. Only the information that
matches the rules of the algorithm will be saved,
and the other information will be discarded by the
forget gate.

In our experiment, the LSTM layer is designed
to ensure that important information in the fron-
t part of a long sequence can also have an impact
on the processing of the latter part of the long se-
quence.

2.3 Attention-based CNN-LSTM

Both the CNN and LSTM models have their own
advantages and disadvantages. The former per-
forms well in local feature extraction, but easily
loses the long-distance dependency of words. The
latter can only solve the problem of information

1059



Figure 1: Architecture of a AT-CNN-LSTM.

vanish in long sequence input situations to a cer-
tain extent. Therefore, we combined the two mod-
els with additional attention mechanisms to for-
m an attention-based CNN-LSTM model for this
task, as shown in Fig 1.

In this model, all the texts, questions, and an-
swers will be converted into word vectors through
the word-embedding layer. These word vectors
will be first fed into the CNN layer, and then the
output feature vectors will be fed into the LSTM
layer. Subsequently, the word vectors are ex-
pressed as hidden vectors. Next, the attention
mechanism assigns a weight to each hidden vec-
tor. The attention mechanism produces an atten-
tion weight vector and a weighted hidden repre-
sentation. The attention weight vector is mainly
obtained by calculating the similarity. The main
operation here is dot. An attention weight vector
is generated by computing the question vector ma-
trix and answer vector matrix. Another attention
weight vector is generated by computing the ques-
tion vector matrix and text vector matrix. Nex-
t, two attention weight vectors are connected via
contact method. Then the attention weight vector
is fed into the softmax layer.

The attention mechanism allows the model to
retain some important hidden information when
the sentences are quite long. In our task, the tex-
t, questions and answers are relatively long sen-
tences. The use of a standard CNN or LSTM will
result in the loss of hidden information. To address
this possible problem, the attention-based CNN-
LSTM model is used to design the machine com-
prehension system.

Word2Vec Acc

CNN 0.638
LSTM 0.651
BiLSTM 0.654
AT-BiLSTM 0.669
CNN-LSTM 0.687
AT-CNN-LSTM 0.699
AT-CNN-LSTM Ensemble 0.714
GloVe Acc

CNN 0.629
LSTM 0.642
BiLSTM 0.649
AT-BiLSTM 0.658
CNN-LSTM 0.666
AT-CNN-LSTM 0.678
AT-CNN-LSTM Ensemble  0.692

Table 1: Comparative experiment results

3 Experiments and Evaluation

3.1 Experiments

Data Pre-processing. The dataset provided by the
organizer mainly include three parts: texts, ques-
tions, and answers. In the data pre-processing
phase, texts and questions-answers pairs are di-
vided into two separate files. The content of each
piece of text data mainly includes the text id and
the text content. Each question-answer pair data
mainly includes the text id, the question id, and
the question-answer pair content. In the final ex-
periment, we added validation data to the training
set to expand the training data. We also tried sort-
ing the training data randomly to expand the data
set, but the result was not satisfactory. All input
data is converted into word vectors through the
word-embedding layer, and the word-embedding
model is Word2Vec. Here, all the punctuation is
ignored, and all non-English characters are treated
as unknown words. In the word vectors, unknown
word vectors are randomly generated from a uni-
form distribution U(-0.25, 0.25).

Two different methods of word-embedding are
used in this experiment: Word2Vec and GloVe
(Pennington et al., 2014). They are used to initial-
ize the weights of the embedding layer in building
300-dimension word vectors for all the texts and
question-answer pairs. Word2Vec achieved better
performance than GloVe in every model we used.
Through the list of unknown words, we know that
the use of Word2Vec results in fewer unknown
words than GloVe.

Implementation Details. All the code involved
in this experiment was written in Python 3.5.2.
Keras 2.0.4 is used as the framework for the pro-
gram. The backend used in this experiment is Ten-

1060



Parameters Optimal
Filter size 250
Kernel size 3
Dropout rate 0.3
Epoch 10
Batch size 64
Word embedding dim 300
Accuracy 0.7143

Table 2: Optimal parameters

sorFlow 1.1.0. We use the attention-based CNN-
LSTM to obtain the results for the test dataset.

The first model we use is a standard CNN mod-
el. As shown in Table 1, it can achieve an accu-
racy of 0.638 and 0.629 when respectively using
Word2Vec and GloVe as the word-embedding lay-
er. Due to the impact of jagged sentences, the poor
result obtained by the CNN model is predictable.
After that, a standard LSTM model is used to com-
plete this task. It can achieve an accuracy of 0.651
and 0.642 when respectively using Word2Vec and
GloVe as the word-embedding layer. However, the
results obtained by the LSTM model have been
somewhat improved over the CNN model. Nex-
t, we also apply the BiILSTM model and the best
result is 0.654, but there are still many points that
can be improved. Combining the two models ef-
fectively seems to be the perfect choice. In this
way, we achieve an accuracy of 0.687. Finally,
after adding the attention mechanism, the result
is raised to 0.699. Under the same experimental
conditions, the attention-based CNN-LSTM mod-
el obtained a better result than other models we
used in most cases (Wang et al., 2016). To ex-
clude the experimental error caused by chance,
nine such models are assembled together for train-
ing. The final accuracy can be raised to 0.714. Ta-
ble 1 presents the results of a comparative experi-
ment for all models we used.

The choice of model parameters has a signif-
icant effect on the final accuracy. The main pa-
rameters of this model are the word-embedding di-
mension, the batch size, the epoch, the filter size,
the kernel size, the dropout and so on. To get the
optimal parameters, the Sklearn grid search func-
tion (Liu et al., 2015) is used to determine the best
combination of the parameters. Table 2 lists the
parameters of the model when the best result is
obtained.

3.2 Evaluation

Evaluation Metrics. For this experiment, it mea-
sures how well a system is capable of correctly an-

swering questions that may involve commonsense
knowledge. This problem is a typical binary clas-
sification problem. Therefore, the system is eval-
uated by calculating the accuracy.

Results. According to the final results provided by
the organizers, a total of 199 teams enrolled in the
competition. Only 24 teams eventually submitted
their results. Our team ranked 13th overall among
all teams. As shown in Table 1, the attention-
based CNN-LSTM model can achieve the high-
est accuracy when using Word2Vec as the word-
embedding layer. This model combines the ad-
vantages of the CNN model, the LSTM model and
the attention mechanism. Furthermore, the use of
Word2Vec for word-embedding is better than the
GloVe word-embedding. The main difference be-
tween the two embeddings is in the training sets.
The training sets of Word2Vec are practically from
the news, while the training sets of GloVe are from
Twitter. Therefore, the Word2Vec data source is
better suited to this task.

4 Conclusion

This paper mainly focuses on our attention-based
CNN-LSTM system for the task of machine com-
prehension using commonsense knowledge. It
gives a brief introduction of the model and gives
a detailed description for the experimental process
and results. Compared with the attention-based
LSTM model, the attention-based CNN-LSTM is
better at feature extraction. The experimental re-
sults also show that the use of multiple models for
ensemble training can also, to some extent, avoid
the accidental results and improve the accuracy of
the experiment. In the future, we will focus on
methods combination and models ensemble. In
addition, our team will also continue to propose
a new model that can improve the existing results.
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