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Abstract

This paper describes the Irony detection sys-
tem that participates in SemEval-2018 Task
3: Irony detection in English tweets. The
system participated in the subtasks A and B.
This paper discusses the results of our sys-
tem in the development, evaluation and post
evaluation. Each class in the dataset is repre-
sented as directed unweighted graphs. Then,
the comparison is carried out with each class
graph which results in a vector. This vector
is used as features by machine learning algo-
rithm. The model is evaluated on a hold on
strategy. The organizers randomly split 80%
(3,833 instances) training set (provided to the
participant in training their system) and test-
ing set 20% (958 instances). The test set is
reserved to evaluate the performance of par-
ticipants systems. During the evaluation, our
system ranked 23 in the Coda Lab result of
the subtask A (binary class problem). The bi-
nary class system achieves accuracy 0.6135,
precision 0.5091, recall 0.7170 and F mea-
sure 0.5955. The subtask B (multi-class prob-
lem) system is ranked 22 in Coda Lab results.
The multiclass model achieves the accuracy
0.4158, precision 0.4055, recall 0.3526 and f
measure 0.3101.

1 Introduction

Social media are deemed as a diverse web-based
network that serves as an online platform to com-
municate and disseminate information or ideas
among individuals and fraternities. Since its ad-
vent, people all around the globe harness it as a
major source to express their opinions or emo-
tions, however, an expeditious increase in its us-
age has been reported in the last decade (Kelly
et al., 2016; Perrin, 2015). Among the multifar-
ious range of social media platforms, Twitter is
the most popular one. It is basically a microblog-
ging site diffuses information pertaining to what is
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happening around the world, and what are the cur-
rent top-interest areas among the wider population
(Rosenthal et al., 2017). According to a recent sur-
vey, 6000 tweets per second are sent by 320 mil-
lion active monthly users, thus 500 million tweets
per day (Statistics, 2014). This poses a challenge
for the scientific community to accurately discern
the sentiment of a tweet out of this plethora. Since
certain aspects associated with sentiment analysis
are quite arduous yet feasible to ascertain (such as
negative, positive, a neutral aspect of the opinion)
than irony.

Irony detection has its implications in senti-
ment analysis (Reyes et al., 2009), opinion min-
ing (Sarmento et al., 2009) and advertising (Kreuz,
2001). For the past few years, irony-aware sen-
timent analysis has attained significant computa-
tional treatment due to the prevalence of irony on
the web content (Farias et al., 2016). It is a broad
concept, which has an association with multiple
disciplines such as psychology, linguistics, etc.
The irony is to efficaciously delineate a contrary
aspect of the utterance (Grice, 1975). Irony cannot
be detected with the simple scrutiny of words ex-
pressed in a statement, whereas, an aspect of irony
is implicitly connected with the utterance. Fur-
thermore, it could be deemed as a stance that has
been expressed in an ironic or sarcastic environ-
ment (Grice, 1975; Alba-Juez and Attardo, 2014).
Detection of this implicit aspect poses a strenuous
computational challenge over the scientific com-
munity in terms of initiating effective models in
this regard. In the stream of irony detection, the
first-ever computer model was proposed by (Ut-
sumi, 1996). Subsequently, various other mod-
els have been presented that have specifically ad-
dressed the irony detection among tweets by us-
ing different features such as, cue-words or user-
generated tags (i.e., Hashtags) etc (Van Hee, 2017,
Hernandez-Farias et al., 2015; Reyes et al., 2013).
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Figure 1: Graph Construction with vicinity size 2 illustrates how the vicinity size move toward the end of
the tweet; in this example the frame is the two following words and for each word some edges and nodes

are added to the graph.

Though, there does not exist any optimal model
that could be considered as a baseline for irony de-
tection. This paper presents a model to automati-
cally detect sarcasm or irony from the plethora of
tweets. The proposed model is used in the two
subtasks. The first module assigns the binary value
against tweets (i.e., 1 indicates that tweet in ironic
and O indicates that a tweet is non-ironic). The sec-
ond module performs multi-class classification: (i)
verbal irony realized through a polarity contrast,
ii) verbal irony without such a polarity contrast
(i.e., Other verbal ironies), iii) descriptions of situ-
ational irony and iv) non-irony. For classification,
data set is comprised of 4792 samples, taken from
GitHub link provided by the SemEval 2018 orga-
nizers.

2 Task Overview

In SemEval-2018 (Cynthia Van Hee, 2018), task 3
contains two subtasks for the detection of Irony in
English tweets. In the first task, the system has to
determine whether a tweet is ironic or non- ironic,
making it a binary classification problem. The sec-
ond task is the multiclass classification problem
where the ironic and non-ironic task is further di-
vided into four categories as mentioned below:

1. verbal irony realized through a polarity con-
trast

2. verbal irony without such a polarity contrast
(i.e., other verbal irony)

3. descriptions of situational irony
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4. Non-irony

Systems are evaluated using standard evaluation
metrics, including accuracy, precision, recall and
F1-score.

3 Proposed Model

The proposed model is inspired by the previous
work (Giannakopoulos et al., 2008; Maas et al.,
2011), however, we used some additional features
as well as a word graph similarity score. Each
tweet is represented as directed unweighted word
graph and the edge between each word is created
based on the vicinity window size explained in
1. Each class in the dataset is represented as di-
rected unweighted graphs. Then, the comparison
is carried out with each class graph which results
in a vector. This vector is used as features by ma-
chine learning algorithm. The graph is constructed
based on a class assignment and then we measure
the similarity of a tweet with each class graph. The
similarity between two graphs (tweet graph and
class graph) can be measured in multiple ways,
but in this research, we used the containment simi-
larity (non-normalized value), maximum common
subgraph similarity and its variant compare graph
in terms of similarity.

3.1 Graph Construction

The tweet contained a set of words. Theses word
will be used to construct the word graph based
on their vicinity. Each word in the tweet is rep-
resented by the labelled node. The nodes within



Class Name

Number of Coloumn

Verbal irony by means of a polarity contrast

Other types of verbal irony
Situational Irony
Non-Ironic

1728
267
401
604

Table 1: Data set Description

window size are joined by an edge. The sequence
of the words is preserved by using directed edges.
The size of the vicinity window can affect the ac-
curacy of the method. In this research, we used a
vicinity size of 2, as seen in 1

The graph similarity between the graph of a
tweet and the graph of the irony class can define
the degree of irony in the tweet. For the purposes
of our study, we used the containment similarity
(non-normalized value), maximum common sub-
graph similarity and its variant compare graph.

3.2 Dataset

The dataset is provided on the GitHub source.
This corpus is constructed of 3,000 English lan-
guage tweets. These tweets are searched by us-
ing hashtags #irony, #sarcasm and #not. The data
were collected from the period of five months (1st
December 2014 to 1st April 2015) and represent
2,676 unique users. All tweets were manually an-
notated using the scheme of Van el al (Van Hee
et al., 2016). The organizer used the services of
three students in linguistics as well as English lan-
guage speakers to annotate the entire corpus. The
(Stenetorp et al., 2012) tool was used as the an-
notation tool. The percentage agreement score
(kappa scores 0.72) is also calculated for the an-
notation. The number of instances for each class
is mentioned in Table 1.

As seen in Table, 2396 instances are ironic
(1,728 + 267 + 401) while 604 are non-ironic. The
organizer balances the class data by using back-
ground corpus. After balancing the total data set
contain 4,792 tweets that contain 2,396 ironic and
2,396 non-ironic tweets. The SemEval-2018 com-
petition used the hold on the strategy to check
the effectiveness of each participated system. The
organizers randomly split 80% (3,833 instances)
training set (provided to the participant in training
their system) and testing set 20% (958 instances).
The test set is reserved to evaluate the performance
of participants systems.
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3.3 Feature Engineering

3.3.1 Containment Similarity

The containment similarity measure has been used
to calculate, graph similarity (Aisopos et al.,
2012). In this research, we used bigram nodes.
The measure expresses the common edges be-
tween two graphs by the number of edges of the
smaller graph.

Ee:G T M(ev G S)

CSG T Gs) = GG 3D

ey

Where GT (target graph) is the word graph of a
tweet, Gs (source graph) is the word graph of an
irony classes. The graph size can be the number
of nodes or edges that are contained. e is an edge
of a word graph.

3.3.2 Maximum Common Sub graph

The maximum common sub graph similarity is
based on the size of the graph. We used the three
variations of the metric are described in the equa-
tion 2, 3 and 4

MCSN(|G 1], |G s)

MCSNS = —
min(|G rl,|G s)

2

Maximum Common Sub graph Node Similarity
(MCSNS): where MCSNS (GT (target graph) —
Gs (source graph)) is the total number of nodes
that are contained in the MCS of that graphs..

MCSUE(|G 1,|G s)

MCSUES = ——
min(|G r,|G s)

3)

Maximum Common Sub graph Edge Similarity
(MCSNS): where MCSUE (GT (target graph) —
Gs (source graph)) is the total number of the edges
contained in the MCS regardless the direction of
them.

MCSDE(|G 1l],|G s|)

MCSDES = -
min(|G 1, |G s])

“)



Ironic

Nan-Ironic

| just love when you test my patience

Figure 2: Graph Similarity Feature Extraction for one measure. The graph of a tweet used to compare with
training data class graphs, in order to produce two numbers (depending upon the numbers of classes).
These numbers will be used as a feature vector. The feature vector is provided to trained model to predict

the class of the new tweet.

Maximum Common Sub graph Directed Edge Sim-
ilarity (MCSNS): where MCSDES (GT (target
graph) — Gs (source graph)) is the number of the
edges contained in the MCS and have the same di-
rection in the graphs.

3.3.3 Tweet Polarity and Latent Dirichlet
Allocation

We used the SenticNet library to calculate the sen-
tence polarity score as well as subjectivity score.
Moreover, we also perform latent Dirichlet Al-
location on the corpus and then used the trained
model to calculate similarity helinger distance for
each class (Blei et al., 2003; Beran, 1977).

3.4 Model Selection

In this paper, we used Tree-based Pipeline Opti-
mization Tool (TPOT) that designs and optimizes
the machine learning pipelines by using an evo-
lutionary algorithm (Olson et al., 2016). The la-
belled data are provided for TPOT classification.
Both TPOT classes return hyper tune model for
both types of data (binary and Multiclass prob-
lem). After, data analysis, it was observed that
the number of classes in the multiclass dataset is a
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Figure 3: Precision Recall Curve of Binary Class
problem
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Figure 4: Precision Recall Curve of Multi Class
problem

significant imbalance, which gives rise to the class
imbalance problem. In order to handle this prob-
lem, we used SMOTE (Cummins et al., 2017) a
Python toolbox to tackle the curse of imbalanced
data. For binary classification problem, TPOT
gives extreme gradient boosting classifier tune pa-
rameters. For the multiclass problem, TPOT gives
stacking of extreme gradient boosting classifiers,
extra trees classifier and random forest classifier.

4 Results Evaluation

For experimentation, we used efficient tool sklearn
(Machine Learning Library) to train machine
models mentioned above (Pedregosa et al., 2011).
For both model hold on strategy was adopted.
Training data contain 80% (3,833 instances) and
testing sets 20% (958 instances). Our system
ranked 23 in the Coda Lab result of the binary
classification problem. The binary class system
achieves accuracy 0.6135, precision 0.5091, recall
0.7170 and F measure 0.5955. After the release
of the gold set, the model is again tuned by us-
ing TPOT library and result are evaluated as seen
in Figure 3. Our system ranked 22 in the Coda
Lab result of the multi-class problem. The multi-
class model achieves the accuracy 0.4158, preci-
sion 0.4055, recall 0.3526 and f measure 0.3101.
After the release of the gold set model was re-
trained and evaluated. The result of the multiclass
problem is shown in Figure 4

S Conclusion and Analysis

An innovative citation classification technique is
proposed that combines the well-described struc-

585

ture of graphs with classification algorithm. The
word graphs can seize the collection of the words
that are contained in a tweet. The tweet word
graph is generated and then by using several graph
similarity techniques is applied to the dataset.
These graph similarity metrics output is repre-
sented as a feature vector by the classification al-
gorithm. It is concluded that word graph with dif-
ferent vicinity window is a good source of infor-
mation to classify irony in the tweet. The model
can be improved by using a large dataset. The pro-
posed method can be enhanced by using a differ-
ent graph similarity metric as features. The word
graph construction method with different vicinity
window size might improve results.
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