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Abstract

This paper describes the system that was sub-
mitted to SemEval2016 Task 11: Complex
Word Identification. It presents a preliminary
investigation into exploring word difficulty for
non-native English speakers. We developed
two systems using Nearest Centroid Classifi-
cation technique to distinguish complex words
from simple words. Optimized over G-score,
the presented solution obtained a G-score of
0.67, while the winner achieved a G-score of
0.77 and the average G-score of all the submit-
ted systems in the task was 0.56.

1 Introduction

Lexical Simplification aims at improving the read-
ability and comprehensibility of text by transform-
ing complex text into simple text. Lexical Simpli-
fication (Specia et al., 2012; Belder et al., 2010;
Horn et al., 2014) is the process of replacing a word
in a given context with its simplest substitute to
enhance the readability of the text. The process
should make sure that while replacing words with
other variants, the meaning of the text is preserved.
Lexical Simplification (Siddharthan, 2014) is use-
ful to a wide variety of target audience like people
with aphasia, children and also non-native speakers.
Complex Word Identification (Shardlow 2013; Paet-
zold 2015) is considered to be the first step in the
pipeline of Lexical Simplification. The overall per-
formance of a Lexical Simplification system is thus
crucially dependent upon Complex Word Identifica-
tion. The problem of Complex Word Identification
is relatively new in the field of Natural Language

Processing. However, a few approaches have been
previously proposed for this task. The simplicity
score (Bott et al., 2012) of a word is computed by
integrating both, frequency and length of a word.
They consider a threshold value and simplify words
only if the word’s frequency is lower than the fixed
threshold. Matthew Shardlow (2013) explores the
frequency thresholding to differentiate between sim-
ple and complex words by experimenting with each
threshold value on a particular corpus. However, this
approach is not practically convincing. The same
author also frames the problem as a machine learn-
ing classification problem by designing a few fea-
tures. We approach the problem at hand on similar
lines.

The Complex Word Identification (CWI) task is
framed as a binary classification problem. Given a
word in a sentence, the task is to predict whether
the word is simple or complex. A word is tagged
with 0 if it is simple and 1 if the word is found to be
complex. 1

c(w) =

{
1 if w ∈ C
0 if w ∈ S

C is the set of complex words, S is the set of sim-
ple words and c(w) represents the class of the word.
Here is an example of a sentence taken from the
training dataset provided by the organizers.

� A frenulum is a small fold of tissue that se-
cures or restricts the motion of a mobile organ
in the body.

1Complex: In the context of this shared task, complex words
are the words which are difficult to understand for a non-native
English speaker.
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In the above example, the task requires a system to
spae the words in bold as complex. The remainder
of this paper is structured as follows. In Section 2,
we describe our systems and Section 3 discusses ex-
periments and results. We conclude in Section 4.

2 System Description

We use the Nearest Centroid Classification tech-
nique (Manning et al., 2008) for the classification
of words using Manhattan and Standardised Eu-
clidean distance metrics. This classification method
is widely used in Information Retrieval tasks. In
this method, each class is represented by the mean
of all the training samples belonging to that class
in the training data. A new observation is assigned a
class label, whose mean is closest to the observation.
Given below are the labeled training samples:

(−→x1, y1), ..., (−→xn, yn), yi ∈ Y
−→µc =

1

|Nc|
∑

i∈Nc

−→xi

ŷ = arg minc∈Y ||−→µc −−→xi ||
where Y is the set of classes,
|Nc| is the number of samples in class c ∈ Y,
µc is the centroid of all samples belonging to class
c,
ŷ is the class assigned to the new observation.

We submitted two systems for this shared task.
Our first system uses the Manhattan distance metric
for the Nearest Centroid Classification. The Man-
hattan distance function computes the distance to be
travelled to get from one data point to another point
in a grid-like path. The Manhattan distance between
two points is the sum of the differences of their
corresponding components. Manhattan distance be-
tween two points A(x,y) and B(x,y) is defined as:

d(A,B) ≡ |Ax −Bx|+ |Ay −By|

The distance metric used by System 2 in the train-
ing algorithm of the Nearest Centroid Classification
was Standardised Euclidean, which is a slight vari-
ant of Euclidean distance. Euclidean distance be-
tween two points is defined as the sum of the squares
of the differences between the corresponding com-
ponents of the points. The Standardised Euclidean

distance between two points A(x,y) and B(x,y) is de-
fined as:

d(A,B) ≡
√
(Ax −Bx)2 + (Ay −By)2

V

where, V is the 1-D array of component variances
and the numerator is the Euclidean distance between
two points A(x,y) and B(x,y).

Both, System 1 and System 2 rely on 5 fea-
tures to classify the target word as simple or com-
plex. An almost similar set of features was pre-
viously employed by Matthew Shardlow (2013) to
identify complex words using Support Vector Ma-
chines. The features we considered for the classifi-
cation of words are:

• Unigram Word Probability: We used the
Google Books Ngram Viewer2 to obtain the
word probability of the target word in the sen-
tence. This information was considered only
for the year 2000.

• Length: We considered length of the target
word as a feature because longer words are
likely to be complex.

• Number of Senses: A word with higher num-
ber of senses is relatively more ambiguous in
comparison to a word with fewer senses. Num-
ber of senses of a word was obtained using
WordNet3 from NLTK4 package.

• Syllable Count: A word with higher number
of syllables5 is likely to be more difficult to be
read.

• CD Count: The number of films in which the
target word had appeared was obtained from
the SUBTLEX6 corpus.

3 Experiments and Discussions

3.1 Data
We used the joint dataset provided by the task orga-
nizers for training. The training and test data con-
sisted of 2,237 and 88,221 instances, respectively.

2https://books.google.com/ngrams
3http://www.nltk.org/howto/wordnet.html
4http://www.nltk.org/
5http://www.syllablecount.com/syllables.
6http://zipf.ugent.be/open-lexicons/interfaces/subtlex-uk/
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Also, the training and test data comprised 200 and
8,929 unique sentences respectively.

3.2 Discussions
We discuss our experiments with respect to the train-
ing dataset. Experiments were run with a variety of
machine learning algorithms using the Scikit-learn
toolkit (Pedregosa et al., 2011). However, the Near-
est Centroid Classification algorithm was found to
outperform other algorithms like Random Forest and
Support Vector Machines significantly over 5-fold
cross-validation of the training dataset. We tried nu-
merous combinations of features and finalized on the
feature set described in the previous section.

There are a few features that we tried during our
experimentation but did not include in the final sys-
tem, as the results turned comparatively lower with
their inclusion during cross-validation. We believe
that the features are still worth discussing. They are:

1. Average Word Length of Synonyms: If the
length of the given word is greater than the av-
erage length of all its synonyms, then the word
is tagged as 1, else 0. This gives us a relative
estimate on whether people would prefer to use
a word more regularly in comparison to its syn-
onyms. A similar feature could be tried using
frequency or syllables in addition to length of
the word. But for our experiments, we only
used the length feature.

2. Rank of a Sense: We use the Lesk algorithm
from Wordnet to find the sense of a word in
the given sentence. We find the correspond-
ing sense and the rank of the sense based on
frequency using Wordnet. A lower rank of
a sense suggests higher frequency of usage
of that sense (Christiane Fellbaum, 1998). A
higher frequency of a sense indicates that the
word is likely to be inferred as simple. The
rank of a sense is divided by the total number of
senses of the word to get a normalized measure
of the feature.

3. Number of Synonyms: Number of synonyms of
a given word was considered. This information
was obtained using Wordnet.

4. Collocation Score: Collocations are a set of
words which occur together frequently. We

find collocations for the target word in each
sentence. We calculate a collocation score (C-
score) defined as

C-score =
C

N

where, C is the number of collocations matched
in the sentence and N is the total number of to-
kens in the sentence. A higher C-score value
indicates that the word usage is less ambigu-
ous. Collocations7 include Noun, Verb, Adjec-
tive, Adverb and Conjunction collocations.

We believe that the first two features are very crit-
ical in differentiating simple words from complex
ones as words should be inspected in a relative frame
with respect to their synonyms and senses. A com-
plex word may have higher number of senses but it
does not necessarily imply that a word with higher
number of senses is always complex. It is fairly pos-
sible that a word (with many senses) in the given
sentence may turn out to be the most frequently used
sense and hence appear to be simple.

Thresholding based on frequency of a word is
a common and effective way to identify complex
words. The PLUJAGH team submitted a frequency
threshold-based system and it stood first in this
shared task when evaluated on F-score. In addi-
tion to simple thresholding, it is essential to consider
relative frequencies of a word with respect to their
synonyms. For example, consider the words eldest
and oldest. From a manual experiment, we found
that eldest is a complex word and oldest is a simple
word. The frequency of oldest is higher than the fre-
quency of eldest. However, the word unused (from
the training dataset provided by organizers) which is
less frequent (google ngrams) than eldest is a simple
word. We found 110 words in the training dataset
whose frequency is lower than eldest and are still
simple. We claim that this may be due to the rela-
tively higher frequency/usage of oldest with respect
to the frequency/usage of eldest.

In conclusion, it becomes important to
speculate words in a relative frame (of fre-
quency/senses/length) with respect to their syn-
onyms, to improve complex word identification.

7Collocations were collected from
http://prowritingaid.com/free-online-collocations-
dictionary.aspx
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The effectiveness of this hypothesis could have been
empirically better visible with the availability of a
larger training dataset.

3.3 Evaluation Metric
The official evaluation metric of the task is G-score.
It is the harmonic mean of Accuracy (A) and Recall
(R).

G-score =
2 ∗A ∗R
A+R

3.4 Results
Table 1 shows the average G-score obtained using
different classifiers for 5-fold cross-validation on
the training data. For experiments using the Near-
est Centroid Classification, we explored 24 different
distance metrics, of which Manhattan and Standard-
ised Euclidean metrics performed the best. Based
on G-score, our systems were ranked 15th and 23rd
in the task. Our first system was able to beat all the
baseline systems including the threshold-based and
the lexicon-based systems. Table 2 shows the per-
formance of System 1 and System 2 on the test data.

System G
System 1 0.65
System 2 0.63

Decision Tree 0.54
Naive Bayes 0.61

AdaBoost 0.58
Gradient Boost 0.54

SVM 0.44
Random Forest 0.53

Table 1: Cross-validation results on Training Data

System A R G
System 1 0.546 0.879 0.674
System 2 0.465 0.860 0.603

Decision Tree 0.734 0.613 0.668
Naive Bayes 0.404 0.924 0.562

AdaBoost 0.767 0.777 0.772
Gradient Boost 0.826 0.705 0.761

SVM 0.837 0.546 0.661
Random Forest 0.794 0.641 0.709

Table 2: Results on Test Data

The reason for choosing the Nearest Centroid
Classifier was its consistent and comprehensive
dominance over other classifiers tuned over various
parameters and different feature combinations dur-
ing the 5-fold cross-validation on the joint dataset.
The results shown in Table 2 pertain only to the fi-
nalized feature set discussed in Section 3. Table
2 also shows the results obtained on the test data
using different classifiers with the same set of fea-
tures employed for System 1 and System 2. At this
point of time, we are not sure about why few clas-
sifiers like AdaBoost and Random Forest performed
way better than System 1 and System 2 on the test
data. A possible reason for the poor performance
of the Nearest Centroid Classifier in comparison to
other systems could be the imbalance between the
training and the test data size. The test data be-
ing highly skewed could probably be another reason.
AdaBoost8 classifier (Table 2) was found to achieve
a G-score of 0.772 on test data. This suggests that
both, the proposed feature set and the approach pre-
sented are competent.

4 Conclusion and Future Work

In this paper, we described a promising approach for
identifying complex words for non-native English
speakers using Nearest Centroid Classification tech-
nique. Our approach is simple in terms of both, fea-
tures and the learning algorithms.

We emphasized that words should be inspected in
a relative frame with respect to their synonyms and
senses. Testing this supposition in depth will be the
subject of future work. We further look to improve
the system by incorporating phonetic and semantic
features. We also look to explore the problem at
sentence level, as the complexity of the sentence
can influence a person in comprehending a word’s
meaning in that sentence.
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