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Abstract

In this paper we discuss our participation to
the 2013 Semeval Semantic Textual Similarity
task. Our core features includg & set of met-
rics borrowed from automatic machine trans-
lation, originally intended to evaluate auto-
matic against reference translations aingdan
instance of explicit semantic analysis, built
upon opening paragraphs of Wikipedia 2010
articles. Our similarity estimator relies on a
support vector regressor with RBF kernel. Our
best approach required 13 machine transla-
tion metrics + explicit semantic analysis and
ranked 65 in the competition. Our post-
competition analysis shows that the features
have a good expression level, but overfitting
and —mainly— normalization issues caused
our correlation values to decrease.
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Our approaches obtained an overall modest result
compared to other participants (best position: 65 out
of 89). Nevertheless, our post-competition analysis
shows that the low correlation was caused mainly by
a deficient data normalization strategy.

The paper distribution is as follows. Section 2 of-
fers a brief overview of the task. Section 3 describes
our approach. Section 4 discuss our experiments and
obtained results. Section 5 provides conclusions.

2 Task Overview

Detecting two similar text fragments is a difficult
task in cases where the similarity occurs at seman-
tic level, independently of the implied lexicon (e.g

in cases of dense paraphrasing). As a result, simi-
larity estimation models must involve features other
than surface aspects. The STS task is proposed as
a challenge focused in short English texts of dif-

ferent nature: from automatic machine translation

o L he 2013 S o T Isi alternatives to human descriptions of short videos.
ur participation to the emantic Textua 'MThe test partition also included texts extracted from

ilarity task (STS) (Agirre et al., 2018)was focused news headlines and FrameNet—Wordnet pairs.
on the CORE problem: GEN TWO SENTENCES The range of similarity was defined between 0

51 AND s2, QUANT'F'C\?LY 'N':_gRMdON HIOWIS”\Q]: (no relation) up to 5 (semantic equivalence). The
LAR s1 AND s2 ARE. VW€ considered real-vaiue ea'gold standard values were averaged from different

tyres from four different sogrces:)éasgt ofllngu!s- human-made annotations. The expected system’s
tic measures computed with the Asiya Toolkit for

: : . . output was composed of a real similarity value, to-
Automatic MT Evaluation (Giménez and Marquez

. . . ‘gether with an optional confidence level (our confi-
2010b), {i) an instance of explicit semantic analy-dence level was set constant)

sis (Gabrilovich and Markovitch, 2007), built on top Table 1 gives an overview of the development
of Wikipedia articles, i{i) a dataset predictor, and 2012 training and test) and test datasets. Note

(SIV) a S,:_Jbﬁ_et to;thg; fgtature? ?éa”?bli 'T ';ag)l;ezlab at both collections extracted from SMT data are
emantic Text Similarity systenBaric et al., )- highly biased towards the maximum similarity val-

ues (more than 75% of the instances have a similar-

1 Introduction

*http://ixa2.si.ehu. es/sts/
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Table 1: Overview of sub-collections in the development tastl datasets, including number of instances and distri-
bution of similarity values (in percentage) as well as m@&ainjmum, and maximum lengths.

similarity distribution length
dataset instances [0,1) [1,2) [2,3) [3,4) [4,5] mean min max
dev-[train + test]
MSRpar 1,500 1.20 8.13 17.1348.73 2480 17.84 5 30
MSRuvid 1,500 31.00 14.13 1547 20.87 1853 6.66 2 24
SMTEuroparl 1,193 0.67 042 117 1232854 21.13 1 72
OnWN 750 213 267 1040 2547 5933 757 1 34
SMTnews 399 100 075 551 13.03 79.70 1172 2 28
test
headlines 750 15.47 22.00 16.27 2467 2160 7.21 3 22
OnWN 561 36.54 980 749 17.11 29.05 7.17 5 22
FNWN 189 3439 29.63 2857 6.88 053 1990 3 71
SMT 750 0.00 027 347 2040 75.8726.40 1 96

ity higher than 4) and include the longest instance®gred a sample from three similarity families, which
On the other hand, the FNWN instances are shiftedas proposed in (Giménez and Marquez, 2010a) as
towards low similarity levels (more than 60% have a varied and robust metric set, showing good corre-
similarity lower than 2). lation with human assessments.

3 Approach Lexical Similarity Two metrics of Translation
Error Rate (Snover et al.,, 2006) (i.e. the esti-

Our similarity assessment model _relies UPOR, ated human effort to conves into s5). - TER
SVM'"""’s support vector regressor, with RBF ker- TER,4. Two measures of lexical precision:

nel (Joachims, 1999). Our model estimation pro- BLEU (Papineni et al., 2002) andil ST (Dod-

cedure consisted of two steps: parameter defina«mgton 2002). One measure of lexical recall
tion and backward elimination-based feature SeleﬁwGEv,V (Lin and Och, 2004). Finally, four vari-

It_ion. bT.h(feI cgnsid%reg _feart;[urfe S” be_long tg four_ famiémts ofMETEOR (Banerjee and Lavie, 2005¢Xact,
ies, briefly described in the following subsections. stemming, synonymad paraphrasing, a lexical

3.1 Machine Translation Evaluation Metrics metric accounting fof’-Measure.

We consider a set of linguistic measures originallsyntactic Similarity Three metrics that estimate

intended to evaluate the quality of automatic transhe similarity of the sentences over dependency

lation systems. These measures compute the qualgirse trees (Liu and Gildea, 2005)P- HACM - 4

of a translation by comparing it against one or seVior grammatical categories chairBP- HACM .- 4

eral reference translations, considered as gold stagyer grammatical relations, anBP- O.(x) over

dard. A straightforward application of these meawords ruled by non-terminal nodes. Also, one mea-

sures to the problem at hand is to considers the  syre that estimates the similarity over constituent

reference and; as the automatic translation, or viceparse treesCP- STM, (Liu and Gildea, 2005).

versa. Some of the metrics are not symmetric so we

compute similarity betweesy, ands, in both direc- Semantic Similarity Three measures that esti-

tions and average the resulting scores. mate the similarities over semantic roles (i.e. ar-
The measures are computed with the Asiyguments and adjuncts)SR- O., SR- M.(x), and

Toolkit for Automatic MT Evaluation (Giménez and SR- O.(x).  Additionally, two metrics that es-

Marquez, 2010b). The only pre-processing carrieimate similarities over discourse representations:

out was tokenization (Asiya performs additional in-DR- O.(x) andDR- O, ,(x).

box pre-processing operations, though). We consid————

3Asiya is available aht t p: // asi ya. | si . upc. edu.
2\We also tried with linear kernels, but RBF always obtainedrull descriptions of the metrics are available in the AsigatF
better results. nical Manual v2.0, pp. 15-21.
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3.2 Explicit Semaniic Analysis Table 2: Tuning process: parameter definition and feature

We built an instance of Explicit Semantic Analy-Seléction. Number of features at theginning andend
sis (ESA) (Gabrilovich and Markovitch, 2007) with Ome feature Seﬁgﬂq‘geftgg'”c'“ded- S ——
the first paragraph af00% Wikipedia articles (dump P : '

] . o o y € corr b e corr
from 2010).Pre-processing consisted of tokenizationag 37 006 0.3 08257119 14 0.8299
and lemmatization. AED 38 0.03 02 0841324 19 0.8425

AED.T | 29 0.02 0.3 0.876] 45 33 0.8803

3.3 Dataset Prediction

Given the similarity shifts in the different datasets# Experiments and Results
(cf. Table 1), we tried to predict what dataset an inggtion 4.1 describes our model tuning strategy.

stance belonged to on the basis of its vocabulary. We, (iong 4.2 and 4.3 discuss the official and post-
built binary maxent classifiers for each dataset in th@ompetition results

development set, resulting in five dataset likelihood
features:dMSRpar , dSMleur opar | ,dMSRvi d, 4.1 Model Tuning
dOnWN, anddSMInews.* Pre-processing consisted

of tokenization and lemmatization. We used only the dev-train partition (2012 training)

for tuning. By means of a 10-fold cross validation
process, we defined the trade-off (c), gamma (
and tube width ) parameters for the regressor and
We considered the features included in the Takelaperformed a backward-elimination feature selection
Semantic Text Similarity systenSaric et al., 2012), process (Witten and Frank, 2005, p. 294), indepen-
one of the top-systems in last year competition. Thigdently for the three experiments.
system is used as a black box. The resulting featuresThe results for the cross-validation process are
are named k|l ab_n, wheren = [1, 21]. summarized in Table 2. The three runs allow for cor-
relations higher than 0.8. On the one hand, the best

regressor parameters obtain better results as more

Our runs departed from three increasing subsefgy,y res are considered, still with very small differ-
of features’/AE machine translation evaluation met-, ..« 5n the other hand, the low correlation in-

rics and explicit semantic analysiBED the pre-  .o.q0 after the feature selection step shows that a
vious set plus dataset prediction, aA&D T the few features are indeed irrelevant

previous set plus Takelab’s baseline features (cf. Ta- A summary of the features considered in each ex-

bl? 33' Wehpeg‘%rmed ?featur,e r&qrmsllz_atlon, Wh'hdﬂ)eriment (also after feature selection) is displayed in
relied on the ditterent feature's distribution Over €y, o 3 The correlation obtained over the dev-test

entire dataset. Firstly, features were bounded in trbeartiti on arecorr i = 0.7269, corrapp = 0.7638
rangeu+3+o2 in order to reduce the potentially neg- AR v e

Lo ) . ndcorragp, = 0.8044 —it would have appeared
ative impact of outliers. Secondly, we normallzecﬁ] the top-10 ranking of the 2012 competition.
according to the-score (Nardo et al., 2008, pp. 28,

84); i.e.x = (z — p)/o. As aresult, each real- 42 Official Results

valued feature distribution in the dataset has- 0 We trained th th the feat
ando = 1. During the model tuning stage we tried''© " &n€d tree New regressors with Ine features

with other numerous normalization options: normalf:OnSideer relevant by the tuning process, but using

izing each dataset independently, together with thtge entire development dataset. The test 2013 parti-

training set, and without normalization at all. Nor-tlon was normalized again by means:escore, con-

malizing according to the entire dev-test dataset Ieﬂde”ng;he mear]rs glnd:?ndf\rd derz]wat]lc?n_s IO f thelen-
o the best results tire test dataset. Table 4 displays the official results.

Our best approach AE—, was positioned in rank
“We used the Stanford classifier:http://nlp. 69 The worst results of ruAED can be explained
stanf ord. edu/ sof t war e/ cl assi fier.shtn by the difference in the nature of the test respect to

3.4 Baseline
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Table 3: Features considered at the beginning of each rpregented as empty squaré$)( Filled squares®)
represent features considered relevant after featuretisele

Feature AE AED AED_T | Feature AE AED AED_T | Feature AED_T
DP-HWCMc-4 N [ | [ | MVETEOR- pa [ | [ | [ | tkl ab_7 [ |
DP-HWCMr-4 N [ | [ | MVETEOR- st O [ | O tkl ab_8 [ |
DP- Or () | | | METEOR- sy | | | tkl ab-9 |
CP- STM 4 O O [ | ESA [ | [ | [ | tkl ab_10 O
SR-O (*) O O [ | dMSRpar [ | O tklab_11 [ |
SR- M (*) | | | dSMreur opar | | | tklab_12 |
SR- O [ | [ | [ | dMSRvi d [ | O tkl ab_13 [ |
DR- O (*) O [ | [ | dOnWN O O tkl ab_14 [ |
DR- Or p(*) | | | dSMInews (| (| tkl ab_15 |
BLEU [ | [ | O tklab_1 O tkl ab_16 [ |
NI ST [ | [ | [ | tkl ab_2 [ | tklab_17 [ |
-TER [ | | [ | tkl ab_3 | tkl ab_18 |
- TERp- A [ | [ | [ | tklab_4 [ | tkl ab_19 [ |
ROUGE- W [ | [ | O tkl ab_s [ | t kl ab_20 O
METEOR- ex O O [ | tkl ab_6 O tklab_21 |

Table 4: Official results for the three runs (rank included). Table 5: Post-competition experiments results
run headlines OnWN FNWN  SMT mean run headlines OnWN FNWN  SMT mean
AE (65) 0.6092 0.5679 -0.1268 0.2090 O0.403AE (a) 0.6210 0.5905 -0.0987 0.2990 0.4456
AED (83) 0.4136 0.4770 -0.0852 0.1662 0.305Q\E (b) 0.6072 0.4767 -0.0113 0.3236 0.4282
AED_T (72) 0.5119 0.6386 -0.0464 0.1235 0.367H1E (c) 0.6590 0.6973  0.1547 0.3429 0.5208

the development dataseAED _T obtains worst re-
sults thanAE on theheadlinesand SMT datasets. independently is not a good option, as the regressor
The reason behind this behavior can be in the difs trained considering overall normalizations, which
ference of vocabularies respect to that stored in thexplains the correlation decrease. Rehi§ com-
Takelab system (it includes only the vocabulary opletely different: not normalizing any dataset —
the development partition). This could be the samboth in development and test— reduces the influ-
reason behind the drop in performance with respeeince of the datasets to each other and allows for the
to the results previously obtained on the dev-test pabest results. Indeed, this configuration would have
tition (cf. Section 4.1). advanced practically forty positions at competition
. time, locating us in rank 27.
4.3 Post-Competition Results

. - . Estimating the adequate similarities o&XWN
Our analysis of the official results showed the main . Iy
. . seems particularly difficult for our systems. We ob-
issue was normalization. Thus, we performed a . ) )
. . . serve two main factors.i)(FNWN presents an im-
manifold of new experiments, using the same con-

figuration as in rurAE, but applying other normal- portant similarity shift respect to the other datasets:

A o . . nearly 90% of the instances similarity is lower than
ization strategies:d) z-score normalization, but ig-

. . . . 2.5 and i) the average lengths ef ands, are very
noring the FNWN dataset (given its shift throughdifferent: 30 vs 9 words. These characteristics made

low values); b) z-score normalization, but consid-. .~ ) : .
L L 1gt difficult for our MT evaluation metrics to estimate
ering independent means and standard deviations for

each test dataset: argj without normalizing any of proper similarity values (be normalized or not).
dataset (including the regressor one). We performed two more experiments over
Table 5 includes the results.a)(makes evident FNWN: training regressors with ESA as the only
that the instances in FNWN represent “anomaliesfeature, before and after normalization. The correla-
that harm the normalized values of the rest of sultion was 0.16017 and 0.3113, respectively. That is,
sets. Runlf) shows that normalizing the test set¢he normalization mainly affects the MT features.
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5 Conclusions Jeslis Giménez and Lluis Marquez. 2010b. Linguistic

) ) o Measures for Automatic Machine Translation Evalua-
In this paper we discussed on our participation to the (o Machine Translation24(3—4):209—240.
2013 Semeval Semantic Textual Similarity task. Oufade Goldstein, Alon Lavie, Chin-Yew Lin, and Clare
approach relied mainly upon a combination of au- Voss, editors. 2005Proceedings of the ACL Work-
tomatic machine translation evaluation metrics and shop on Intrinsic and Extrinsic Evaluation Measures
explicit semantic analysis. Building an RBF support for Machine Translation and/or Summarizatigksso-

vector regressor with these features allowed us for a ciation for Computational Linguistics.

modest result in the competition (our best run Wagthster(; r‘:‘i/ae‘i:r:g:‘sl_'e 2?:?dvr?gcteesr il\r;laKﬁ;”e:a'\:'eéhgg;;
ranked 65 out of 89). pp ngehap g larg

SVM Learning Practical. MIT Press.
Chin-Yew Lin and Franz Josef Och. 2004. Auto-
matic Evaluation of Machine Translation Quality Us-
ing Longest Common Subsequence and Skip-Bigram
Statistics. InProceedings of the 42nd Annual Meet-

. . : _ing of the Association for Computational Linguistics
This research work was partially carried out dur (ACL 2002) Stroudsburg, PA. Association for Com-

ing the tenure of an ERCIM “Alain Bensoussan” putational Linguistics.

Fellowship. The research leading to these results g | jy and Daniel Gildea. 2005. Syntactic Features
ceived funding from the EU FP7 Programme 2007- for Evaluation of Machine Translation. In Goldstein
2013 (grants 246016 and 247762). Our research et al. (Goldstein et al., 2005), pages 25-32.

work is partially supported by the Spanish researchlichela Nardo, Michaela Saisana, Andrea Saltelli, Ste-

projects OpenMT-2 and SKATER (TIN2009-14675- fano Tarantola, Anders Hoffmann, and Enrico Giovan-
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