Turkish Tweet Classification with Transformer Encoder

Atif Emre Yiiksel*
Bogazi¢i University
Istanbul, Turkey

Yasar Alim Tiirkmen*
Bogazigi University
Istanbul, Turkey

Arzucan Ozgiir
Bogazigi University
Istanbul, Turkey

{ atif.yuksel, yasar.turkmen, arzucan.ozgur }@boun.edu.tr

Ayse Berna Altinel
Marmara University
Istanbul, Turkey
berna.altinel@marmara.edu.tr

Abstract

Short-text classification is a challenging
task, due to the sparsity and high dimen-
sionality of the feature space. In this study,
we aim to analyze and classify Turkish
tweets based on their topics. Social me-
dia jargon and the agglutinative structure
of the Turkish language makes this clas-
sification task even harder. As far as we
know, this is the first study that uses a
Transformer Encoder for short text classi-
fication in Turkish. The model is trained
in a weakly supervised manner, where the
training data set has been labeled automat-
ically. Our results on the test set, which
has been manually labeled, show that per-
forming morphological analysis improves
the classification performance of the tra-
ditional machine learning algorithms Ran-
dom Forest, Naive Bayes, and Support
Vector Machines. Still, the proposed ap-
proach achieves an F-score of 89.3% out-
performing those algorithms by at least 5
points.

1 Introduction

Short-text usage is increasing day by day and we
encounter short-text messages on many social me-
dia platforms in different forms such as tweets,
Facebook status posts, or microblog entries. Twit-
ter is one of the most widely used platforms, where
a huge amount of short-texts are produced. More
than 500 million tweets are posted on a typical day
(Aslam, 2018). People use Twitter in order to pro-
duce and reach information faster about the topic
they are interested in. Therefore, tweet classifica-
tion becomes an important task to improve tweet
filtering and tweet recommendation.

*Equal contribution

Traditional machine learning algorithms such
as K-Nearest Neighbor, Support Vector Machines
(SVM), and Naive Bayes have been widely used
for text classification tasks and accuracy levels of
over 80% have been reported in the literature for
various data sets (Kadhim, 2019). However, ob-
taining a similar level of success for short-text
classification is difficult, since short-texts contain
smaller number of words compared to lengthy
texts, which makes classifying them effectively
a challenging task (Taksa et al., 2007). While a
number of studies have been conducted for short-
text classification, most of them have addressed
the task of English tweet classification (Batool
et al., 2013; Selvaperumal & Suruliandi, 2014).

In this paper, we tackle the task of Turkish tweet
classification. The grammatical and syntactic fea-
tures of the Turkish language pose additional chal-
lenges for short-text classification. The aggluti-
native nature of Turkish results in a high num-
ber of different word surface forms, since a root
word can take many different derivational and in-
flectional affixes. This leads to the data sparse-
ness problem. We propose a Transformer-Encoder
based model for Turkish topic-based tweet clas-
sification and compare it with the traditional ma-
chine learning algorithms Naive Bayes, SVM, and
Random Forest. The results show that morpho-
logical analysis enhances the performance of the
traditional classification algorithms. However, the
Transformer-Encoder model achieves the best F-
score performance, even without any morphologi-
cal analysis. Another contribution of this study is
the constructed Turkish tweet data set on nine dif-
ferent topics. The tweet IDs and the corresponding
topics are made available for future studies. !

The rest of this paper is organized as follows: in
Section 2, we give a review of the related work

'The dataset can be obtained by e-mailing the authors.
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on short-text classification, especially for Turk-
ish. In Section 3, the data set creation and the
steps of tweet preprocessing are explained in de-
tail. Section 4 describes the proposed Transformer
Encoder model and its usage. The experimental
results and error analysis are presented in Section
5. Finally, Section 6 includes the conclusion and
future works.

2 Related Work

Traditional text classification methods based on
the BoW (Bag of words) model (Harris, 1954) suf-
fer from high dimensionality and sparse feature
sets, particularly in short-texts. Other limitations
of BoW based models are that semantic features
are not captured, the positions of the words in the
text are not considered, and the words are assumed
to be independent from each other.

In order to overcome the weaknesses of BoW,
Latent Dirichlet Allocation (LDA) (Blei et al.,
2003), where the terms are mapped to distribu-
tional representations based on latent topics within
documents, has been used for building classifiers
that deal with short and sparse text (Phan et al.,
2008; Song et al., 2014).

One of the most commonly used algorithms for
short text classification is Naive Bayes, which is
based on word occurrence and class priors. For ex-
ample, Kiritchenko & Matwin (2011) used this al-
gorithm on an email dataset and Kim et al. (2006)
offered powerful techniques for improving text
classification by Naive Bayes. Sriram et al. (2010)
extracted different features from short-texts and
used these with Naive Bayes to classify them.

Support Vector Machine (SVM) is another com-
monly used algorithm in short text classification
studies. Pointing to the weaknesses of the Bow
approach, different kernels have been developed
for SVM such as semantic kernels that use TF-
IDF (Salton & Buckley, 1988) and its variants
that apply different term weighting functions on
the term incidence matrix. Wang & Manning
(2012) showed that Naive Bayes obtains higher
scores than SVM for short-text sentiment classi-
fication tasks and the combination of SVM and
Naive Bayes outperforms SVM and Naive Bayes
for some of the datasets that they used. More rel-
evant to our study, Lee et al. (2011) used SVM for
text-based classification of trending topics under
18 classes and reached 61.76% accuracy. They ob-
tained 65.36% accuracy with Multinomial Naive

Bayes.

The advances of deep learning in NLP led to
the use of Artificial Neural Network (ANN) based
models in recent studies. Convolutional Neural
Networks (CNNs) and Dynamic CNNs have been
applied to text classificatioon and promising re-
sults have been obtained (Kim, 2014; Kalchbren-
ner et al., 2014). In a recent study, Le & Mikolov
(2014) successfully added sequential information
by using Recurrent and Convolutional Neural Net-
works for sequential short-text classification.

In this study, we address the task of Turkish
short text classification. Turkish is an aggluti-
native language, which may result in the same
word to map to different features when it takes
different inflectional affixes or suffixes. Posses-
sive pronouns, tenses, and auxiliary verbs can be
encoded as affixes of the words. For this rea-
son, a word may have many different forms and
this poses challenges for classical term weight-
ing methods to construct strong relations between
the text and its topic. Most prior work on Turk-
ish short text classification is on sentiment anal-
ysis. Demirci (2014) used Naive Bayes, SVM
and k Nearest Neighbor (kNN) for emotion analy-
sis on Turkish tweets and obtained accuracy lev-
els of up to 69.9%. Similarly, Yelmen et al.
(2018) showed that SVM reaches 80% accuracy
for sentiment classification of Turkish tweets for
GSM operators, whereas an Artificial Neural Net-
work (ANN) results in slightly lower performance.
Tirkmenoglu & Tantug (2014) compared lexi-
con based sentiment analysis and machine learn-
ing based sentiment analysis on tweet and movie
review datasets and concluded that the machine
learning based algorithms SVM, Naive Bayes, and
decision trees achieve better scores. Yildirim et al.
(2014) combined lexicon and machine learning
based methods to improve sentiment analysis of
Turkish tweets.

Unlike prior studies on Turkish short text classi-
fication that address the task of sentiment analysis,
we tackle the task of topic-based tweet classifica-
tion and create a Turkish tweet data set for nine
different topics. We propose using Transformer
Encoder architecture for Turkish short-text classi-
fication. Transformer Encoder is a recently pro-
posed model that offers a better understanding of
the language structure by protecting the semantic
values and meanings of word sequences (Vaswani
et al., 2017). Furthermore, the positions of the
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terms in text are taken into account and the terms
are not assumed to be independent from each other
by using a contextual word embedding representa-
tion.

3 Dataset

In this section, we briefly explain how we created
the dataset and the main steps of data preprocess-
ing, as well as the importance of lemmatization on
Turkish short-text classification.

3.1 Dataset Creation

The dataset includes 164,549 Turkish tweets, writ-
ten by 74 different users until February 2019.
These tweets are retrieved from the users’ pro-
files, who are known experts in their areas and
mostly write tweets on the subjects of their exper-
tise. The tweets of each user are automatically la-
belled with the topic of expertise of the user. The
dataset contains nine topics, namely politics, eco-
nomics & investment, health, technology & infor-
matics, history, literature & film, sports, education
& personal growth, and magazine. The selection
of topics was made in a similar way the news sites
categorise their content.

We observed that some of the tweets of a user
could be mislabeled, since a user may also tweet
about topics different than his/her area of exper-
tise, which results in noise. In order to ensure that
most of the tweets are related to their assigned top-
ics, we selected a random sample of tweets and
manually checked the percentage of the correctly
labelled ones. The percentage of the correctly la-
belled tweets was around 80%. That is, the train-
ing dataset contains around 20% noise (i.e., incor-
rectly labeled tweets). We randomly selected 10%
of the dataset as a test set. In order to report re-
liable results, we manually verified and corrected
the labels of the test set.

3.2 Data Preprocessing

Preprocessing Turkish sentences is quite different
from the English ones, since Turkish is an agglu-
tinative language and we may encounter words in
many different forms. In addition, tweets come
with their own difficulties when they are used in
natural language processing. They contain hash-
tags, mentions, emojis, and links which make tok-
enization difficult. To overcome those challenges
we follow three main steps for preprocessing as
described in the following subsections.

3.2.1 Data Cleaning

Users use some adhoc pattern such as hashtags,
mentions, the link of website they want to refer
to, and emojis in tweets.In our work, we are only
interested in lexical terms in tweets. Hence, we
drop the hashtags, mentions, links, emojis, num-
bers, and punctuations. On the other hand, hash-
tags can be quite useful when deciding the topic of
a tweet. There are some studies to split hashtags
(Celebi & Ozgiir, 2018) into meaningful words in
English. However, it is left as an open future work
for Turkish hashtags.

Some tweets contain only response to a tweet
like “greetings”, “thank you”, “okay”, or “con-
gratulations” for good news etc. When we exam-
ine the tweets which have less than 4 words, nearly
all of these tweets are examples of such tweets.
These tweets are removed from the dataset, since
they are not about any specific topic.

In addition, when we examined the tweets with
retweet and like statistics that are significantly dif-
ferent from the others, we discovered that those
tweets are mostly retweets of campaigns or call-
ing for help. For this reason, we filtered this type
of tweets from the dataset.

3.2.2 Language Identification

In Twitter, users sometimes write and retweet
tweets in languages different from their native lan-
guage. When we analysed our dataset, we ob-
served that the languages used by users are Turk-
ish, English, Arabic, French, and German. For fil-
tering non-Turkish tweets, we used the language
identification model in (Lui & Baldwin, 2012).
After the dataset cleaning and language-based
filtering steps, the training set contains 119,778
tweets and the test set contains 3050 tweets.

3.2.3 Lemmatization

The goal of lemmatization is to find the lemmas
of the words by removing the prefixes, suffixes,
and other types of affixes based on morphological
analysis. This process is harder for the Turkish
language, since it has more types of affixes than
English.

In the Naive Bayes model, the frequency of a
word is prominent for scoring the importance of
the word for each class. Therefore, finding the cor-
rect lemmas of the words is a useful transforma-
tion to classify tweets correctly. Lemmatization
is also important for the SVM classifier, in order
to compute the similarity between the instances in

1382



the training set, as well as the support vectors and
the test instances in the classification step more ac-
curately. Yildirim et al. (2014) showed the posi-
tive impact of morphological analysis for the sen-
timent analysis of Turkish tweets. Therefore, in
order to increase the success of the Naive Bayes
and SVM models, we use a lemmatization model
(Sak et al., 2008) which is trained by nearly one
million Turkish sentences. An example tweet and
its lemmatized version are shown in Figure 1. The
effects of lemmatization on the success of Turkish
tweet classification are presented in Section 5.

“Bebegimizi sosyal medyadan uzak tutacagiz”
“We are going to keep our baby away from social media”

{ “Bebek sosyal medya uzak tut” ]

“Keep baby away social media”

Figure 1: A sample tweet from the dataset and its
lemmatized from.

4 Model Description

In this section, the main components of the pro-
posed model are presented. First, the general
structure of the input embeddings is explained.
Then, the architecture of the Transformer Encoder
model is described in detail.

4.1 Input Embeddings

One of the most widely used and robust word
embedding models, word2vec, was proposed by
Mikolov et al. (2013). Besides word embeddings,
sentence embeddings (Logeswaran & Lee, 2018)
and paragraph embeddings (Le & Mikolov, 2014)
were studied in order to represent larger text snip-
pets correctly and classify documents accordingly.
Aiming to construct the word embeddings based
on the context of each word, Peters et al. (2018) of-
fered a new word embedding representation model
named as ELMo. ELMo tries to keep the contex-
tual features in word embedding representations
so that the polysemy and homonymy problems are
alleviated.

In our study, pretrained contextual word em-
bedding representations of Turkish words (Devlin
et al., 2019) are used. They are obtained by using
the bidirectional approach with masked language
model (Taylor, 1953) in training. Hence, the rep-
resentation of each word contains the information
of the left and right words in their own context.

Moreover, in order to account for the word or-
der in text, positional embeddings (Vaswani et al.,
2017) are used and combined with the word em-
beddings. When using the input embeddings, they
are fed into the Transformer Encoder by matching
each word in the input tweet with the longest to-
ken in the vocabulary of the pretrained contextual
word embeddings. An example from the dataset is
shown in Figure 2.

INPUT

TOKEN

EMBEDDINGS Eme'iya EMZ(lk Etut

+ + + + + +
oesones o E1 Ey  E3  Es  Es

Ecrs  Epevek  Esosyal

Figure 2: Input embeddings representation.

4.2 Transformer Encoder

This model is based on the Transformer architec-
ture (Vaswani et al., 2017), which contains self-
attention layers. What we aim to find in this archi-
tecture is reaching the importance of every word
in tweets by training the query and key matrices
of the attention layers. Hence, the attention score
is calculated for every word in a tweet in order
to determine its usefulness for each class. Lots
of different attention patterns are obtained with
multi-head self attention layers, which enable the
model to decide which attention score is signifi-
cant among the pairs of the terms in the tweet.

In general, the transformer architecture is con-
structed by combining the layers of multi self-
attention heads, Dropout, Layer Normalization,
and 2 fully-connected layers, respectively. A pic-
torial representation of this Transformer architec-
ture is shown as a grey block in Figure 3.

In the general architecture of the Transformer
Encoder, Layer Normalization and Dropout lay-
ers are applied to the contextual word embed-
dings, into which positional information is added
before it enters into the Transformer. In the Trans-
former, multi-head self attention layers are used as
we mentioned above. After the Transformer ob-
tains the attention score matrices containing the
score of every word with different attention pat-
terns, these inter-layer features are connected into
2 fully-connected layers in order to reach the com-
bination of different attention scores of the terms.
Then, the class prediction of the tweet is found af-
ter passing the pooler, dropout, and the last fully-
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Model Accuracy | Precision | Recall F1-Score
Random Forest (Baseline) 65.0 64.9 64.5 64.5
Random Forest + Lemmatiza- | 71.1 70.9 70.9 70.7
tion

Random Forest + Lemmatiza- | 69.9 69.8 69.6 69.6
tion + TF-IDF

Naive Bayes 82.7 82.4 82.4 82.6
Naive Bayes + Lemmatization | 85.0 84.8 84.7 84.9
Naive Bayes + Lemmatization | 85.4 85.3 85.4 85.2
+ TF-IDF

SVM 78.6 78.2 78.3 78.1
SVM + Lemmatization 80.3 80.3 80.2 80.1
SVM + Lemmatization + TF- | 84.4 84.2 84.3 84.2
IDF

Transformer Encoder + Input | 89.4 89.3 894 89.3
Embeddings

Table 1: Comparison of the models’ scores over the manually labeled test set.

Topic of tweet predicted

Linear Softmax

Linear

Linear
Pooler & Dropout

Norm & Dropout

i

Multi-head Attention

Norm & Dropout

I
i

Positional Embedding
Input Embedding

L

Tweet Sentence

Figure 3: The architecture of the Transformer En-
coder model.

connected layer. The class probabilities are calcu-
lated by using the Softmax classifier. The general
architecture of the model is shown in Figure 3.

S Experiments

We compared the performance of the Transformer
Encoder model with three different baseline mod-
els, which are widely used in the area of short-text
classification: Naive Bayes, SVM and Random
Forest. The parameters of the models are tuned

using cross-validation over the training set and the
performance results are reported over the manu-
ally labeled test set (Table 1).

In the training phase of the Transformer En-
coder, 10 epochs are run on the dataset. Batch size
of training data is selected as 8 due to computa-
tional constraints. Maximum sequence length is
128, learning rate is equal to 2e-5, and the number
of attention heads is equal to 12 in our configura-
tion.

For Naive Bayes, SVM and Random Forest the
most frequent 15000 words are selected as the fea-
tures to represent the data. We also experimented
with using the most frequent 10000, 20000, and
25000 words, however, the results in the cross-
validation experiments were lower. So, we report
the results with 15000 words over the test set. We
also investigated the effect of lemmatization and
TF-IDF weighting on the baseline models.

5.1 Comparison Results

The results of the compared models over the test
set are shown in Table 1. Naive Bayes, Random
Forest, and SVM obtain better scores when mor-
phological analysis is performed.

However, in spite of these improvements, the
proposed Transformer Encoder model achieves
the highest scores in all metrics for tweet classi-
fication even though it does not use the morpho-
logical analysis. These results point out that using
pretrained word embeddings, which are trained on
large datasets, with a Transformer Encoder archi-
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tecture is more effective than using morphological
analysis and TF-IDF based term weighting with
the traditional machine learning algorithms Ran-
dom Forest, Naive Bayes, and SVM for Turkish
short text classification.

5.2 Error Analysis

Figure 4 shows the confusion matrix for the Trans-
former Encoder model over the test set.

350

300

250

200

True label

150

100

50

AT VI I I B B S
Predicted label

Figure 4: Confusion matrix for the Transformer
Encoder. The names of the topics (from T1 to T9)
are literature & film, education & personal growth,
economy & investment, magazine, politics, health,
sport, history, and technology & informatics, re-
spectively.

It is observed that most of the errors are caused
by the proximity of the topics like politics and his-
tory or literature & film and education & personal
growth. The main reason is that there are many
common words which are frequently used in close
topics. In many cases, it is hard to differentiate a
tweet about recent history from a tweet about pol-
itics. Similarly, an expression from a novel can
be similar to an expression written by an educator.
For example!, the topic of the tweet “Bachmann is
so right, the real death of a man is not from dis-
eases, but from what another man does to him.*
is predicted by the Transformer Encoder model as
education & personal growth, whereas its correct

'The original tweets are in Turkish. Their English trans-
lations are provided here for easier comprehension.

label is literature & film. As another misclassi-
fied example the topic of the tweet “The Lausanne
Treaty debate should be discussed in public.” is
predicted as politics, whereas this tweet is in the
scope of the recent history.

6 Conclusion and Future Works

We proposed using a Transformer Encoder archi-
tecture with contextual word embeddings and po-
sitional embeddings for Turkish short text classi-
fication. In addition, we compiled a dataset of
Turkish tweets for topic-based classification. The
training set has been labeled automatically using a
weakly supervised approach, whereas the test set
has been manually labeled for reliable evaluation.
Our results demonstrate that the Transformer En-
coder model outperforms the widely used machine
learning models for topic-based Turkish tweet
classification. Also, this study shows the impor-
tance of morphological analysis for Turkish short-
text classification with the widely used machine
learning algorithms SVM, Naive Bayes, and Ran-
dom Forest. It is interesting to note that, the Trans-
former Encoder model is able to outperform these
algorithms, even though it does not involve a mor-
phological analysis step.

One of the areas of usage of this study is guid-
ing Twitter users and making easier for them to
find correct accounts to follow. Twitter is one
of the most used social media platforms in the
world in order to get news and learn about what
people think (Riquelme & Gonzlez-Cantergiani,
2016). Users may prefer Twitter for getting break-
ing news or reading about a social event. There-
fore, it is necessary to find the correct people to
follow and be aware of the popular and informa-
tive tweets. By using our model, Turkish tweets
can be categorized and the most relevant ones can
be suggested to users according to their interests,
which would lead to saving time and manual ef-
fort.
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