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Abstract

Sublanguages are specialized genres of
language associated with specific domains
and document types. When sublanguages
can be recognized and adequately charac-
terized, they are useful for a variety of
types of natural language processing ap-
plications.  Although there are sublan-
guage studies related to languages other
than English, all previous work on sub-
language recognition has focused on sub-
languages related to general English. This
paper tests whether a sublanguage detect-
ing technique developed for English can
be applied to another language. Bulgar-
ian clinical documents are an excellent test
case, because of a number of unique lin-
guistic properties that affect their lexical
and morphological characteristics. Bul-
garian clinical documents were studied
with respect to their closure properties and
were found to fit the sublanguage model
and exhibit characteristics like those noted
for sublanguages related to English. It
was also confirmed that the clinical sub-
language phenomenon is not a coinciden-
tal phenomenon of English, but applies to
other languages as well. Implications of
this fact for natural language processing
are proposed.

1 Introduction and Related Work

1.1 Sublanguages

The term sublanguage has various definitions, de-
pending on criteria that will be discussed in a mo-
ment. However, descriptions of the sublanguage
phenomenon generally have two things in com-
mon. One is that a sublanguage is the language
used to communicate in a specific genre about
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a specialized domain. The other is that sublan-
guages are restricted in some way.

Sublanguages have been described for a variety
of domains, including space events (Montgomery
and Glover, 1986), recipes (Kittredge, 1982), le-
gal documents (Charrow et al., 1982), and es-
pecially for clinical documents (Hirschman and
Sager, 1982; Hiz, 1982; Friedman, 1986; Dun-
ham, 1986; Stetson et al., 2002; Friedman et al.,
2002).

Concomitantly with this domain restriction,
sublanguages are typically characterized as being
linguistically restricted in some way. For exam-
ple, Kittredge (2003) describes sublanguages as
having a restricted lexicon, relatively small num-
ber of lexical classes, restricted sentence syn-
tax, deviant sentence syntax, restricted word co-
occurrence patterns, and different frequencies of
occurrence of words and syntactic patterns from
the normal language.

Although sublanguage properties and sublan-
guage versus general language differences have
been studied in various languages (e.g. (Laippala
et al., 2009) and (Wermter and Hahn, 2004), for
clinical language), all approaches to sublanguage
recognition have been focussed on English. (We
consider recognizing the existence of a sublan-
guage as a different task from learning the char-
acteristics of a sublanguage; this paper is con-
cerned with the problem of recognizing the exis-
tence of a sublanguage, although we also take pre-
liminary steps to describe the data under investiga-
tion.) Sekine (1994) used an approach related to
unsupervised learning, clustering documents and
then calculating the ratio of the perplexity of the
clustered documents to the perplexity of a ran-
dom collection of words. Somers (1998) used
weighted cumulative sums and showed that they
are low in sublanguages. Stetson et al. (2002) used
relative entropy and squared chi-square distance
to demonstrate the existence of a sublanguage of
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cross-coverage notes. Mihaila et al. (2012) cal-
culated distributions of a wide variety of biolog-
ically relevant semantic classes of named entities
to identify and differentiate between a wide vari-
ety of scientific sublanguages in journal articles.

In addition to information-theoretic measures,
non-information-theoretic, heuristic methods have
been used to identify sublanguages, as well. In ad-
dition to the information-theoretic measures that
they used, Stetson et al. (2002) also looked at such
measures as sentence length, incidence of abbre-
viations, and ambiguity of abbreviations. Fried-
man et al. (2002) use semiautomatic and manual
analyses to detect and characterize two biomedical
sublanguages. McEnery and Wilson (2001) exam-
ine closure properties of differing genres; their ap-
proach is so central to the topic of this paper that
we will describe it in some length separately.

One consequence of the various types of restric-
tions that can be seen in various researchers’ con-
ceptions of the notion of sublanguage is that var-
ious components of the language should tend to-
wards finiteness. That is, if we examine sufficient
quantities of a sample of the language, we should
observe an eventual slowing or stoppage of growth
in new items in that component of the language.
Take, for instance, the case of lexical items, or
words. As we examine increasing numbers of to-
kens, we would expect the number of types to in-
crease. If a genre of language does not fit the sub-
language model, that growth will increase indefi-
nitely. On the other hand, if a genre of language
does fit the sublanguage model, that growth will
asymptote towards zero. This slowing or stoppage
of growth is known as closure. If growth in the
number of types stops or asymptotes, we say that
closure has occurred. If it does not, then there is
no closure.

An early study of closure properties (although
it did not use that term) was (Grishman et al.,
1984). Grishman et al. (1984) utilized a broad-
coverage syntactic grammar and three English-
language document collections, each of which rep-
resented a presumed sublanguage. They charted
the growth in the number of syntactic productions
that was used as an increasing amount of the doc-
ument collections was parsed. They found that
for two of the three sublanguages, both consisting
of medical documents, the growth curve flattened
out, indicating closure. No non-sublanguage doc-
ument collection was used for comparison. A re-
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vised grammar consisting just of productions that
were observed in the sublanguage document col-
lections was then used to re-parse the document
sets, and a marked increase in the speed of parsing
was obtained.

McEnery and Wilson (2001) first carried out a
multi-faceted study of sublanguage closure prop-
erties, using two non-sublanguage document col-
lections for comparison. Their experiment in-
volved three document sets, one of which was sus-
pected of fitting the sublanguage model and two
of which were not. The document set that was
suspected of fitting the sublanguage model con-
sisted of a collection of IBM technical manuals.
The document sets that were not suspected of fit-
ting the sublanguage model were a collection of
proceedings of the Canadian parliament known as
the Hansard corpus, and a collection of works of
fiction from the American Printing House for the
Blind. They looked for closure on three levels:
lexical closure, measured by growth in the num-
ber of word types as an increasing number of word
tokens is examined; word-POS (part of speech)
pair closure, where the number of different sets of
combinations of a single word type with multiple
POS tags is examined as an increasing number of
POS-tagged words is observed; and sentence type
closure, where the number of sentence types is ex-
amined as an increasing number of sentence to-
kens is observed.

In more recent work, Temnikova and Cohen
(2013) applied similar techniques to two corpora
of scientific journal articles, one from the ge-
nomics domain and one related to human blood
cell transcription factors. They used the British
National Corpus as the non-sublanguage compar-
ison corpus. Scientific journal articles have been
postulated to belong to a sublanguage since the
seminal early work of (Harris et al., 1989). They
found similar effects as in the (McEnery and Wil-
son, 2001) study of IBM technical manuals; lex-
ical items and word-POS sets did not asymptote
but had drastically smaller numbers than the BNC
data and growth did slow considerably as the num-
ber of tokens increased. In addition, they found the
type-token ratios for both of these to be consistent
with the scientific journal articles fitting the sub-
language model, but not the BNC. The difference
with the results of McEnery and Wilson (2001)
was attributed to the fact that McEnery and Wil-
son (2001) probably employed a corpus of docu-



ments written in a controlled language. This fac-
tor would have restricted additionally the sublan-
guage corpus variety and would result in reaching
closure much faster. For this reason, the signifi-
cant slowing down of the growth of the specialized
corpora’s curves (compared with the general lan-
guage corpus’s), with tendency towards, but with-
out reaching closure, was considered as a suffi-
cient indicator of sublanguage model fit.

1.2 Relevance of Sublanguages to Natural
Language Processing

The relevance of sublanguages to natural language
processing is reviewed in (Temnikova and Cohen,
2013). The relevance of sublanguages to natural
language processing has long been recognized in a
variety of subfields. Hirschman and Sager (1982)
and Friedman (1986) show how a sublanguage—
based approach can be used for information ex-
traction from clinical documents. Grishman et al.
(1984) showed that a sublanguage grammar can
be used to increase the speed of syntactic pars-
ing. Finin (1986) shows that sublanguage char-
acterization can be used for the notoriously dif-
ficult problem of interpretation of nominal com-
pounds. Sager (1986) asserts a number of uses
for sublanguage—oriented natural language pro-
cessing, including resolution of syntactic ambigu-
ity, definition of frames for information extraction,
and discourse analysis. Sekine (1994) describes
a prototype application of sublanguages to speech
recognition. Friedman et al. (1994) uses a sub-
language grammar to extract a variety of types of
structured data from clinical reports. McDonald
(2000) points out that modern language generation
systems are made effective in large part due to the
fact that they are applied to specific sublanguages.
Somers (2000) discusses the relevance of sublan-
guages to machine translation, pointing out that
many sublanguages can make machine translation
easier and some of them can make machine trans-
lation harder. Friedman et al. (2001) uses a sub-
language grammar to extract structured data from
scientific journal articles.

1.3 Definition of and Prior Work on Epicrises

Since the putative sublanguage under considera-
tion in this paper is that of Bulgarian epicrises, we
define and describe them here, as well as the his-
tory of applying natural language processing tech-
niques to them. The closest equivalents of the
Bulgarian epicrises in English are discharge re-

ports. The content of Bulgarian electronic health
records is dictated by state regulatory agencies and
is spelled out in Article 190 (3) of the legal agree-
ment between the National Health Insurance Fund
and the Bulgarian Medical and Dental Associa-
tions. Electronic health records must contain an
epicrisis, or summation of the course of a medical
case history. An epicrisis is typically 2-3 pages
long and must contain the patient’s personal de-
tails, diagnosis and comorbidities, anamnesis (per-
sonal medical history), patient status, physical ex-
amination and test findings, treatment, and recom-
mendations. Epicrises are linguistically challeng-
ing input texts for natural language processing, for
a variety of reasons. They may contain text in
Latin (about 1%) and English, sometimes in the
Cyrillic alphabet and sometimes in the Latin al-
phabet. About 3% of the text is abbreviations, both
of Bulgarian and of Latin. Syntactically, the ma-
jority of the text consists of sentence fragments,
rather than full sentences (Boytcheva et al., 2009).

There is some previous Natural Language Pro-
cessing (NLP) work on Bulgarian epicrises which
would benefit from insight into the sublanguage
characteristics of Bulgarian epicrises. Boytcheva
and Angelova (2009) describes a system architec-
ture for processing Bulgarian epicrises, including
a module for generating logical forms of concep-
tual graphs based on templates. Boytcheva et al.
(2009) built a template-based system based on 106
epicrises, using it to extract structured information
such as diagnoses, risk factors, and body parts.
Georgiev et al. (2011) built a named entity recog-
nizer to tag disease names in Bulgarian epicrises.
Nikolova (2012) built a hybrid machine-learning-
based and rule-based system to extract blood sugar
levels and measures of body weight change from a
collection of 2,031 sentences from 100 Bulgarian
epicrises.

1.4 Hypotheses

The work presented in this article is based on the
closure investigation method (McEnery and Wil-
son, 2001; Temnikova and Cohen, 2013). Our
null hypothesis is that there are no differences in
the closure properties of unrestricted text and epi-
crises. Neither might show closure, or both might
show closure. If the null hypothesis turns out not
to be true, then deviations from it could logically
be observed in two directions. One is that the epi-
crises could demonstrate closure, while the unre-

669



stricted text does not. The other is that the unre-
stricted text could demonstrate closure, while the
epicrises do not.

2 Materials and Methods
2.1 Materials

The experiments require two bodies of data: the
collection of data that is being examined for fit to
the sublanguage model, and a “background” cor-
pus consisting of material in the general (i.e. not
specialized) language. The data under examina-
tion in these experiments is a collection of de-
identified epicrises. The background corpus is the
Bulgarian National Reference Corpus (BNRC).

2.1.1 Epicrises

The collection of epicrises was de-identified by
University Specialised Hospital for Active Treat-
ment of Endocrinology “Acad. I. Penchev”. It
consists of 1,000 documents in total, containing
647,498 words.

2.1.2 Bulgarian National Reference Corpus

The Bulgarian National Reference Corpus
(Savkov et al., 2012) is a collection of 400,000,000
tokens of spoken and written Bulgarian, com-
posed of 50% fiction, 30% newswire text, 10%
legal text, and 10% from other genres. Following
the approach of the Brown corpus to obtain a
balanced, representative subset of the same size
as the collection of epicrises, 8,000 words were
extracted from each BNRC file until 647,498
words were reached, which is the size of the
epicrises corpus.

We note that it is reasonable to question whether
the size of a corpus is necessary to detect or
rule out closure properties. McEnery and Wilson
(2001) were successful in doing both with collec-
tions of 200,000 words—one third the size of the
corpora that we are using.

2.2 Methods

2.2.1 Data Preparation

The data was processed using the pipeline de-
scribed in (Savkov et al., 2012). Both document
sets were split into sentences, tokenized, part-of-
speech tagged, and dependency parsed. All tokens
were lower-cased.

2.2.2 Measuring Lexical Closure Properties

For each document set, the number of distinct lex-
ical types was counted as increasing numbers of
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tokens were encountered.

2.2.3 Type-POS Closure

It is well known that a single word type might
belong to more than one part of speech. We
charted the number of new type/part-of-speech
sets as increasing numbers of tokens were encoun-
tered. The motivation for examining the pattern of
growth here is that if a sublanguage has a restricted
lexicon, then words might be coerced into more
parts of speech than is the case in unconstrained
language.

2.2.4 Sentence Type Closure

Following (Temnikova and Cohen, 2013), we
defined sentence types as sequences of part-of-
speech tags. This is a very rough approximation of
syntax—arguably, it is not syntactic per se—but it
increases the sensitivity of the method to diversity
in sentence types and has the advantage of being
theory-neutral and easily generalizable.

2.2.5 Syntactic Deviance

Sublanguages have often been claimed to have de-
viant syntax (e.g. (Kittredge, 2003)). In an attempt
to discover deviant syntactic structures, we looked
for sentences that lack verbs, as discharge letters
are expected to be characterized by this type of
sentence.

2.2.6 Over-Represented Lexical Items in the
Epicrises

Although the primary purpose of the work re-
ported here is to recognize the existence of a sub-
language, rather than to learn its characteristics,
we performed a preliminary investigation of the
contents of the epicrisis corpus, using an algorithm
known as simplemaths (Kilgarriff, 2012). Sim-
plemaths is designed to find words that are over-
represented in one corpus as compared to a ref-
erence corpus. It is based on the idea of calculat-
ing frequencies of occurrences of all words in both
corpora, taking the ratio of the frequency of each
word in both corpora, and ranking by ratio. To
avoid the problem that words of widely differing
frequencies might yield the same ratio—a word
that occurs 100 times in the corpus of interest and
10 times in the reference corpus produce the same
ratio as a word that occurs 10,000 times in one cor-
pus and 1,000 times in the other, but they are not
equally revealing as to the domain-related contents
of the corpus, since one word is quite rare and the
other quite common—we add a constant value to
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Figure 1: Lexical closure properties. Tick-marks
on x axis indicate increments of 200,000 tokens.

all counts. This has the effect of separating out
the frequency ranges of rare and common words
in the corpus. (It also takes care of smoothing zero
counts.) The constant number is called the “sim-
plemaths parameter.” We used the suggested value
of 100 for the simplemaths parameter.

3 Results

3.1 Lexical Closure

Figure 1 shows the lexical closure properties of the
Bulgarian National Reference Corpus and the epi-
crises. As can be noted, there are drastic differ-
ences between the two. The BNRC has a much
larger number of lexical types, and shows no ten-
dency towards closure at all. In contrast, the epi-
crises have a much smaller number of lexical types
and appear to show closure at a bit below 600,000
tokens.

The type/token ratio for lexical items in the
BNRC and the epicrises is shown in Table 1. As
the theory predicts, the type/token ratio of lexical
items for the epicrises is much higher than that of
the BNRC—more than three times higher.

Corpus | Ratio
BNRC 1:7.63
Epicrises | 1:26.52

Table 1: Lexical type-to-token ratios.

3.2 Type-POS Closure

Figure 2 shows the type-POS set closure proper-
ties for the Bulgarian National Reference Corpus
and the epicrises. Once again, we see drastic dif-
ferences between the two. The BNRC has no ten-
dency towards closure at all. In contrast, although
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Figure 2: Type-POS closure properties. Tick-
marks on x axis indicate increments of 200,000
tokens.

the epicrises do not yet show closure, they show a
clear tendency in that direction.

The type/token ratio for type-POS sets in the
BNRC and the epicrises is shown in Table 2.
Again, as the theory predicts, the type/token ra-
tio of type-POS sets for the epicrises is much
higher than that of the BNRC—more than two
times higher.

Corpus | Ratio
BNRC 1:7.24
Epicrises | 1:19.75

Table 2: Type/POS set type-to-token ratios.

3.3 Sentence Type Closure

Figure 3 shows the sentence type closure proper-
ties for the Bulgarian National Reference Corpus
and the epicrises. Unlike the other two graphs,
where the number of tokens is the same, in the
case of this graph the number of sentence tokens
is different between the two corpora, since sen-
tence length varies between them. The results are
notable for a number of reasons. We see drastic
differences in the growth curves for the two cor-
pora. In the case of the BNRC, growth in sen-
tence types almost completely matches the num-
ber of sentence tokens—sentence types are rarely
repeated. In contrast, we see drastically different
growth in the epicrisis sentence types—there are
many more epicrisis sentence tokens, and yet far
fewer sentence types overall. Sentence types are
frequently repeated in the epicrises. This is an im-
portant finding—McEnery and Wilson (2001) and
Temnikova and Cohen (2013) did not find find any
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Figure 3: Sentence type closure properties. Tick-
marks on x axis indicate increments of 20,000 to-
kens.

closure at the syntactic level. It is remarkable to
note that this result was obtained in spite of the
large number of part-of-speech tags assigned (680,
due to the very complex morphology of Bulgar-
ian). Such a large number would make the proba-
bility of any sequence of part-of-speech tags very
low.

The type/token ratio for sentence types in the
BNRC and the epicrises is shown in Table 3. Once
again, as the theory predicts, the type/token ratio
of sentences for the epicrises is much higher than
that of the BNRC—more than three times higher.
The type/token ratio for the BNRC is quite close to
1:1—sentence types in unrestricted text are almost
never repeated.

Corpus | Ratio
BNRC 1:1.06
Epicrises | 1:3.44

Table 3: Sentence type-to-token ratios.

It is likely that the presence of repeated sen-
tence types in the epicrises as compared to the
BNRC is related to the difference in the average
length of sentences in the two corpora. The aver-
age sentence length in the BNRC is 14.16 words,
while the average sentence length in the epicrises
is 7.40—about half the length of the average BNRC
sentence. This both explains the large difference
in the number of sentences seen in Figure 3 (bear
in mind that the number of words in the two sets
of documents is the same) and helps explain why
it might be more likely for sentence types to be
repeated.
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3.4 Syntactic Deviance

Our preliminary attempt at characterizing syntac-
tic deviance through counting the number of sen-
tences with no verbs shows a strong tendency to-
wards syntactic deviance in the epicrises as com-
pared to the Bulgarian National Reference Corpus.
In the BNRC, we noted that 11% (4,943/46,549)
of the sentences were verbless (probably mostly
section headers and the like). In contrast, in the
epicrises, a full 66% of sentences (58,753 out of
89,331 sentences) lacked a verb, e.g. Kopem -
Mek, nebosiesmen. ‘Abdomen - soft, painless.
The epicrises show a strong tendency towards syn-
tactic deviance, as predicted for sublanguages.

3.5 Over-Represented Lexical Items in the
Epicrises

Table 4 shows lexical items that are over-
represented in the epicrises. Note that these are
not the most frequent ones, but rather the ones that
occur in the document set more often than would
be expected. We display just the top ten most
highly over-represented lexical items, with sepa-
rate lists of the over-represented word types and
over-represented lemmata. Examining the top 50
terms in each list, we see heavy representation of
lexical items related to diabetes, body parts, and
symptoms. Even in the short list of items dis-
played in Table 4, almost every item is relevant to
either the semantics or the syntax of the domain.
‘q’ is an abbreviation for ‘waca’ (hours), which
occurs frequently to indicate the time at which one
of a series of blood levels was drawn and is essen-
tial for extracting trends in lab results. */* has a va-
riety of uses, primarily syntactic, such as linking
systolic and diastolic blood pressures. The clin-
ical significance of the other items in the top-10
list is clear, with the exception of the semicolon
‘,” which occurs frequently in lists of lab values
and of symptoms.

4 Discussion and Conclusions

This paper has presented the first attempt to detect
a sublanguage in Bulgarian.

The data demonstrate that Bulgarian clinical
records fit the model, as shown by the closure
properties of the lexicon, morphology, and sen-
tence types. Unlike the previous work of McEnery
and Wilson (2001) and Temnikova and Cohen
(2013), sentence type closure was demonstrated
for the first time.



Word type Lemma

q hour q hour

/ / / /

JiedeHmne treatment JuabeTHa diabetic, f. sg.
anaber diabetes JIeueHme treatment

; ; nraber diabetes

X repetition, e.g. of dosage | 3axapen sugar, m. sg. adj.
MT mg KJIMHUKS clinic
JuaberHa diabetic, f. sg. Mr mg

TUI type nonnHeBponiaTHda | polyneuropathy
nosmHespouaTusd | polyneuropathy aHaMHe3a anamnesis

Table 4: Word types and lemmata that are over-represented in the epicrises. Note that these are not
the most frequent word types/lemmata, but rather the ones that occur more frequently than would be

expected as compared to the reference corpus.

The finding that Bulgarian clinical documents
are written in a sublanguage and the logical future
work on closure with respect to arguments of pred-
icators would aid Boytcheva and Angelova (2009)
and Boytcheva et al. (2009) in the discovery of ad-
ditional candidates for template representations.

Our finding that epicrises seem to be written
in a very restricted sublanguage would also help
understand how it was possible to achieve an F-
measure of 0.81 on a test collection of only ten
documents and why it took almost no time to build
a named entity recognizer to tag disease names in
Bulgarian epicrises (Georgiev et al., 2011).

The findings described here help us understand
why that was possible, when building training sets
for learning to recognize other biomedical classes
of named entities has been so time-consuming.
By virtue of fitting the sublanguage model, the
epicrises represent a smaller set of lexical items
to be classified and allow for the efficacy of a
smaller number of features. Finally, as mentioned
in the introduction, Nikolova (2012) built a hybrid
machine-learning-based and rule-based symptom
to extract blood sugar levels and measures of body
weight change from a collection of 2,031 sen-
tences from 100 Bulgarian epicrises. Insight into
the sublanguage properties of the input data would
have helped in determining which assays would
best be extracted by rule-based methods and which
would best be approached through machine learn-
ing.

This work has focused on detecting the exis-
tence of sublanguages. The important next step is
to develop methods for determining the character-
istics of sublanguages—determining the semantic,

673

syntactic, and other restrictions that characterize
the sublanguage and reporting them to the natu-
ral language processing researcher in a utilizable
way. The work here lays the groundwork for that
future work, helping us to determine when a genre
or domain is likely to yield results that are suscep-
tible to such research and when such research is
less likely to be fruitful.
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