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Abstract
In this paper we investigate the effect of down-

sampling negative training instances on a multi-

lingual memory-based coreference resolution ap-

proach. We report results on the SemEval-2010

task 1 data sets for six different languages (Cata-

lan, Dutch, English, German, Italian and Spanish)

and for four evaluation metrics (MUC, B3, CEAF,

BLANC). Our experiments show that downsam-

pling negative training examples does not improve

the overall system performance for most targeted

languages and that the various evaluation metrics do

not show a significantly distinct behavior across the

different samples.

1 Introduction

In the last decade the research in the area of Com-
putational Linguistics (CL) has been directed to
new, flexible, efficient and most importantly au-
tomated methods for Natural Language Process-
ing. The latter has motivated a shift from rule-
based to machine-learning (ML) methods in the
hope that those will lead to more robust and ef-
ficient solutions. Thus, the previously used rule-
based approaches (cf. e.g. (Mitkov, 1998; Poesio
et al., 2002)) to anaphora and coreference resolu-
tion (CR) have been followed by machine-learning
techniques (cf. e.g. (Soon et al., 2001; Ng and
Cardie, 2002b)). In general, one of the biggest
disadvantages of the rule-based approaches is the
fact that the created coreference resolution sys-
tems must be constantly extended in order to pro-
vide rules for yet unseen cases. Thus, whenever a
new language is considered, a distinct set of rules
needs to be assembled, which can hardly be com-
pleted in a reasonable time frame. Yet, approach-
ing the CR task on a multilingual level means that
the resulting coreference procedure needs to be ro-
bust and general enough to lead to good results in
an unseen environment. This provides a reason-
able motivation for the use of ML methods, since

only those can be designed with the required flex-
ibility by keeping efficiency in mind.

Previous work in the area (Zhekova and
Kübler, 2010) developed such a robust multilin-
gual machine-learning based CR system, UBIU
(see section 3.1), which we use in our work and
which is not specifically fine tuned to any of the
languages it is applied to. However, achieving
good and linguistically motivated results in a mul-
tilingual environment is not an easy task. For
this reason, the general performance of the sys-
tem must be maximally optimized so that it is able
to efficiently use the little but relevant information
that it is provided with.

Based on their complexity and flexibility, ML
methods, as the ones used in UBIU, offer various
possibilities to optimize the system performance
to the given task. Such an optimization is, for ex-
ample, instance sampling. Since there are contra-
dictory opinions on whether the latter has a posi-
tive or rather negative effect on the overall corefer-
ence system performance (see section 2) and since
by now there is no work on its application to a
multilingual CR approach, we apply instance sam-
pling on UBIU in this paper. We first present var-
ious approaches related to our work (section 2),
further in section 3, we describe the experimental
setup by introducing the CR system that we used
for our experiments (section 3.1) as well as the ap-
proached investigation (section 3.2). In section 4,
we present our results and, in section 5, we draw
some conclusive remarks and outline a reasonable
continuation and investigation of the multilingual
coreference resolution approach.

2 Previous Work

In her work, Uryupina (2004) reports that in the
MUC-7 (Hirschman, 1997) corpus only about 1-
2% (approximate ratio of 1:48) of the instances are
positive (coreferent). The same was also reported
for the MUC-6 data by Ng and Cardie (2002a).
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Such extremely skewed distribution of positive vs.
negative examples in the training data is believed
to cause difficulties for the classification process.
This happens since ML approaches are influenced
by the unbalanced assembly of training instances
and approach a classification system that intends
to partially keep the ratio that is already distorted.
Hoste (2005) also comments that standard classi-
fication algorithms may show poor performance
when applied to an unbalanced data set since mi-
nority classes are completely ignored by some al-
gorithms. The latter are then not applicable on
data such as the one assembled in a state-of-the-
art CR tasks. However, other algorithms are able
to find a reasonable trade-off between the correctly
and wrongly identified minority class labels.

In order to account for the disproportionate
data, multiple approaches to coreference resolu-
tion have employed instance sampling techniques
(Ng and Cardie, 2002a; Uryupina, 2004; Zhao
and Ng, 2007; Wunsch et al., 2009; Recasens and
Hovy, 2009). One possibility for this is instead of
keeping all possible instances in the training data,
to randomly remove negative vectors. The latter
can be also excluded via a statistically or linguis-
tically motivated algorithm that is applied until an
optimal ratio for the task is reached. Once this is
done, the data can be used by the classifier. An-
other possibility to reach a normalized ratio is by
mining more positive instances in the data such as
the approach presented by Ng and Cardie (2002a).

In their work, Wunsch et al. (2009) compare dif-
ferent instance sampling techniques with different
classifiers on the task of anaphora resolution on a
single language – German. They report that all ap-
plied methods lead to an improvement of the over-
all system performance independently of the type
of the classifier (memory-based learner, decision
trees, maximum entropy learner). Better system
performance from the use of instance sampling is
also reported by Uryupina (2004). However, both
improvements, as the authors discuss, are a result
of increased recall and drastically decreased pre-
cision. In her PhD thesis, Hoste (2005) shows that
downsampling negative examples leads to an un-
acceptable trade-off between recall and precision.
The latter was recently confirmed in (Recasens
and Hovy, 2009) where the authors conclude that
while using a memory-based classifier, downsam-
pling negative instances for training does not lead
to an improvement of the overall performance.

All distinct methods for instance sampling were
employed in different CR systems. Some of them
were completely ML based, others used a hybrid
approach to the task. Moreover, none of the sys-
tems was able to test the exact same sampling
technique on more than one language and on more
than one evaluation metric. This makes it hard to
gain an objective overview of when and how in-
stance sampling, and specifically downsampling
of negative examples in the training data, influ-
ences the overall performance of a CR system.
If we consider the findings as in (Wunsch et al.,
2009; Ng and Cardie, 2002a; Uryupina, 2004)
we can expect that using downsampling will sig-
nificantly increase the performance of a multi-
lingual memory-based coreference resolution sys-
tem. However, if we favor the theories in (Hoste,
2005; Recasens and Hovy, 2009) we can only ex-
pect a change in the overall system performance
gained by an unacceptable trade-off between sys-
tem precision and recall.

Our assumption is that instance sampling can
lead to a significant and well balanced improve-
ment in the overall performance for systems that
use hybrid approaches and are thus highly tuned
for specific languages. Such systems make use of
explicit rules that are language specific and often
hand-crafted (in various stages of the CR process,
e.g. preprocessing, postprocessing, etc.). Those
rules are generally accurate on their own and lead
to good performance overall. Thus, systems that
make use of such rules can only benefit if the
ML component favors a classification system with
a higher rate for positive answers. The system
that we use for our experiments is exclusively ML
based and constructed in an exceptionally general
way such that it can be easily applied to diverse
new languages without much additional effort.

3 Experimental Setup

In order to evaluate the influence of instance sam-
pling on a multilingual CR approach, which to
our knowledge has not yet been attempted, we in-
vestigated its effect in the setting defined by the
SemEval-2010 task 1 (Recasens et al., 2010). In
the following section, we will first shortly intro-
duce the employed coreference resolution system
(see section 3.1) and then present the design of the
experiments that we conducted (see section 3.2).
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3.1 UBIU

The coreference resolution system, UBIU
(Zhekova and Kübler, 2010), that we used in our
work was initially designed for the multilingual
CR task (Recasens et al., 2010). The prevailing
purpose for the use and further development of
UBIU is to gain more insight into the problems
that occur when the CR task is extended from
the use of only one language to multiple ones.
For this reason, UBIU is structured in a way
that allows for a quick and easy integration of
a new language, given that the provided data is
formatted in the style used by SemEval-2010
(Recasens et al., 2010).

The coreference resolution pipeline in UBIU
starts with a basic preprocessing step of the data
in which only insignificant formatting and restruc-
turing of the data is conducted. Further, an im-
portant step is approached – mention identifica-
tion. During this step, the relevant UBIU mod-
ule extracts the nominal/pronominal phrases that
are further considered in the coreference process.
The system stores the mention boundaries and ex-
tracts the syntactic heads of the phrases, which are
further passed to the next system module respon-
sible for the feature extraction. The latter follows
the mention-pair model that uses a subset of the
features presented by Rahman and Ng (2009) (as
listed in (Zhekova and Kübler, 2010)) to create
feature vectors that are passed to the next module
in the system. The same process is executed for
both the training and the test set, which leads to
their transformation from the original data format
to a format represented by feature vectors. Both
training and tests sets are then further used by the
next module in the UBIU pipeline.

For the actual coreference classification, UBIU
implements a ML approach and is thus structured
around the idea of memory-based learning (MBL)
(Daelemans and van den Bosch, 2005). The MBL
learner that is used for classification is TiMBL
(Daelemans et al., 2007). In general, a MBL clas-
sifier makes use of a similarity metric in order to
identify the most similar examples (the k near-
est neighbors (k-nn)) in the training data to the
example that has been currently classified in the
test data. Based on the classes that those k-nn in-
stances have, a decision for the yet unlabeled vec-
tor can be made. Once labeled, the references
between the syntactic heads of the phrases and
the actual boundaries of the phrases is restored

in a postprocessing step and the final coreference
chains of clustered coreferent phrases are created.

3.2 Experiments

We conduct six different experiments on all six
languages (Catalan, Dutch, English, German, Ital-
ian and Spanish) and show the results for all four
evaluation metrics (MUC (Vilain et al., 1995), B3

(Bagga and Baldwin, 1998), CEAF (Luo, 2005),
BLANC (Recasens and Hovy, 2011)). For each
language, we used as training data the develop-
ment set provided by the SemEval-2011 task 1
corpora. As test data we employed the official test
set from the task. The system performance that we
report is different from the one that was reported
during UBIU’s participation in the task (Recasens
et al., 2010) as a result of various improvements
on the system and the use of a subset of the ac-
tual training data. For scoring, we employed the
software provided by task 1. Each separate run of
the system used different ratio between the posi-
tive and negative examples in the training process.
The base ratio for all languages that was observed
in the development set when derived in a context
window of three sentences is as follows: Catalan
– 1:25; Dutch – 1:14; English – 1:26; German –
1:31; Italian – 1:45; Spanish – 1:24. We further
explored the following five ratios: 1:10, 1:7, 1:5,
1:4, 1:2. In order to achieve the downsampled sets
we use an approach based on random removal of
negative instances.

4 Results

In the current section, we discuss the final re-
sults of the system (listed in table 1) that the
multilingual coreference resolution system UBIU
achieved for all six experimental runs. In order
to gain more insight into the actual effect of the
sampling approach on the classification system, in
section 4.1, we also report the distribution of posi-
tive vs. negative examples in the test sets that have
already been classified. We then divide and report
our observations in three different classes: differ-
ences in system performance across the various
evaluation metrics (presented in section 4.2), dif-
ferences in system performance across the various
languages (introduced in section 4.3) and differ-
ences in system performance across both language
families (accounted for in section 4.4).
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MUC B3 CEAF-M CEAF-E BLANC
train R P F1 R P F1 R P F1 R P F1 R P Blancratio

C 1:25 14.14 30.78 19.38 53.31 69.12 60.20 54.44 49.20 51.69 70.23 46.31 55.81 50.65 62.19 49.15
D 1:14 02.65 04.48 03.33 23.71 20.58 22.04 28.75 09.35 14.11 49.71 06.39 11.33 50.00 50.21 27.71
E 1:26 11.76 32.06 17.21 62.79 75.32 68.49 62.70 57.98 60.25 76.50 55.81 64.54 50.41 61.87 49.30
G 1:31 14.04 26.65 18.39 50.67 51.31 50.99 52.80 44.24 48.14 59.88 42.47 49.70 50.06 56.02 44.19
I 1:45 04.31 24.06 07.31 35.70 56.86 43.86 37.89 41.16 39.46 46.80 38.29 42.12 50.02 59.00 42.98
S 1:24 15.00 30.49 20.11 54.82 70.32 61.61 55.72 52.71 54.17 70.93 50.65 59.10 50.71 60.71 49.74
C

1:10

17.25 16.73 16.99 53.87 53.20 53.53 48.16 43.52 45.73 55.93 48.44 51.92 50.59 52.89 49.64
D 04.35 04.32 04.33 24.13 18.30 20.81 28.58 09.30 14.03 45.96 06.57 11.50 49.99 49.72 27.98
E 19.54 15.84 17.50 64.01 56.86 60.22 53.27 49.26 51.19 58.23 57.09 57.66 50.68 53.09 50.25
G 17.29 14.16 15.57 51.16 42.60 46.49 48.77 40.86 44.47 51.05 43.10 46.74 50.01 50.52 44.36
I 05.39 10.18 07.05 35.80 50.21 41.80 34.98 37.99 36.42 41.17 38.12 39.58 49.98 49.38 43.13
S 18.18 20.36 19.21 55.51 59.09 57.24 52.22 49.40 50.77 61.55 53.21 57.07 50.95 56.17 50.42
C

1:7

17.77 15.71 16.68 53.99 50.73 52.31 47.02 42.49 44.64 53.29 48.84 50.97 50.64 52.84 49.78
D 05.87 04.89 05.34 24.45 17.33 20.28 28.82 09.38 14.15 44.43 06.70 11.65 49.99 49.84 28.13
E 20.78 15.34 17.65 64.13 54.37 58.85 52.05 48.13 50.01 55.44 57.12 56.27 50.82 53.66 50.48
G 16.17 11.95 13.74 51.03 40.70 45.28 47.15 39.51 43.00 48.78 42.73 45.55 49.99 49.76 44.41
I 05.42 08.58 06.64 35.78 48.48 41.17 34.03 36.97 35.44 39.49 38.03 38.75 50.00 50.24 43.27
S 20.26 18.54 19.36 56.01 53.28 54.61 50.32 47.61 48.93 56.47 54.54 55.49 51.12 55.28 50.82
C

1:5

18.91 15.45 17.00 54.23 47.94 50.89 46.14 41.69 43.80 50.84 49.26 50.04 50.66 52.78 49.86
D 09.09 05.57 06.91 25.40 15.24 19.05 30.52 09.93 14.99 43.08 07.42 12.66 50.00 50.32 28.07
E 19.90 15.57 17.47 63.95 55.68 59.53 53.42 49.40 51.33 57.34 57.24 57.29 50.76 54.03 50.32
G 16.29 10.93 13.08 51.05 39.06 44.25 46.05 38.59 41.99 46.82 42.66 44.64 49.99 49.80 44.49
I 05.21 07.21 06.05 35.79 46.66 40.51 33.22 36.08 34.59 37.81 37.77 37.79 49.99 49.67 43.28
S 18.80 14.62 16.45 55.68 47.30 51.15 46.21 43.71 44.92 49.19 53.60 51.30 51.04 53.83 50.79
C

1:4

18.70 13.67 15.79 54.14 43.93 48.50 43.64 39.43 41.43 46.21 49.12 47.62 50.66 52.33 50.00
D 09.71 05.40 06.94 25.45 14.36 18.36 30.43 09.90 14.94 41.33 07.53 12.73 50.00 50.28 28.11
E 22.08 14.56 17.55 64.35 50.60 56.65 49.64 45.91 47.70 51.44 56.82 54.00 50.78 52.98 50.48
G 16.44 10.09 12.50 51.10 37.12 43.00 44.48 37.27 40.55 44.14 41.96 43.02 49.96 49.32 44.53
I 05.36 07.26 06.17 35.82 46.32 40.40 32.98 35.82 34.34 37.43 37.63 37.53 49.98 49.58 43.29
S 20.86 15.67 17.90 56.08 45.83 50.44 45.53 43.07 44.26 47.87 53.76 50.64 51.08 53.64 50.88
C

1:2

20.71 12.23 15.38 54.65 34.36 42.19 37.54 33.93 35.64 34.84 47.42 40.16 50.60 51.55 50.13
D 11.72 04.52 06.52 25.96 10.18 14.63 28.84 09.38 14.16 29.86 07.49 11.98 49.98 49.69 28.69
E 23.89 12.65 16.54 64.74 42.09 51.01 43.55 40.28 41.85 41.57 55.10 47.39 50.83 52.18 50.71
G 16.80 08.26 11.08 51.06 31.84 39.22 39.87 33.41 36.36 37.06 40.25 38.59 49.93 49.17 44.79
I 04.02 03.54 03.76 35.64 38.98 37.24 28.88 31.37 30.07 29.95 35.97 32.69 50.00 50.00 43.51
S 21.44 13.09 16.26 56.26 36.29 44.12 39.11 37.00 38.02 36.91 52.41 43.31 51.07 52.45 51.02

Table 1: System performance over all languages (C(atalan), D(utch), E(nglish), G(erman), I(talian) and
S(panish)) and sampling variations.

4.1 Test Set Distribution

In table 2, we list the various distributions of the
positive vs. negative examples in both training and
test sets of each sample. The base distribution of
examples in the train data for all languages is as
presented in section 3.2. The figures show that
memory-based learning is highly sensitive to the
distribution of positive vs. negative examples in
the data. It approaches a classification system that
ensures a distribution of the instances in the final
outcome that is to some extent proportionate to the
training ratio of both classes. Yet, this does not
ensure that a positively classified instance is cor-
rectly labeled, which motivates our investigation
of the system performance in the various samples.

train test
Catalan Dutch English German Italian Spanish

base 1:66.15 1:55.71 1:66.93 1:63.26 1:126.14 1:67.66
1:10 1:18.85 1:36.48 1:13.06 1:16.77 1:36.12 1:23.78
1:7 1:15.04 1:27.58 1:11.28 1:13.97 1:28.31 1:15.92
1:5 1:12.30 1:17.51 1:12.42 1:11.26 1:23.06 1:12.22
1:4 1:9.49 1:13.52 1:8.88 1:9.65 1:21.95 1:10.50
1:2 1:4.35 1:4.71 1:5.11 1:5.82 1:9.09 1:5.43

Table 2: Distribution of positive vs. negative ex-
amples in the train and already classified test set.

4.2 Differences Across Metrics

Considering the results displayed in table 1 there
are several significant differences in system per-
formance across the samples in respect to the eval-
uation metrics that were used to evaluate it.

From all four metrics only MUC and B3 show
a distinctive change in recall when the sample of
negative examples in the training set reduces and
in particular when it reaches a ratio of 1:2. The dif-
ferences for B3 are not surprisingly high, but the
MUC metric shows an exceedingly boosted per-
formance. The latter, we assume, is due to one of
MUC’s most important shortcomings, namely the
fact that overmerged entities are not punished but
rather rewarded by the metric. In a training set-
ting, in which only 2 negative examples are used
for each positive one, the classifier is bound to re-
turn a high number of positive instances, thus lead-
ing to highly overmerged coreference chains. Both
variants of the CEAF metric do not show an im-
provement in recall for all different samples apart
from the CEAF-M variant with respect to Dutch,
which has best recall in a sample 1:5. Similar to
CEAF, the BLANC metric also reaches best recall
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train Catalan Dutch English German Italian Spanish
base 47.25 15.70 51.96 42.28 35.15 48.95
1:10 43.57 15.73 47.36 39.47 33.60 46.94
1:7 42.88 15.91 46.65 38.40 33.05 45.84
1:5 42.32 16.34 47.19 37.69 32.44 42.92
1:4 40.67 16.22 47.28 36.72 32.35 42.82
1:2 36.70 15.20 41.50 34.01 29.45 38.55

Table 3: Average system performance over all lan-
guages and sampling variations.

values for most of the languages in the original ex-
amples ratio. Moreover, the differences in scores
for which different ratios performed better are rel-
atively small.

With respect to precision, the behavior of most
metrics is quite similar. Apart from CEAF-E, for
which precision does not show a clear pattern, all
metrics reach the highest precision scores for all
languages in the base example distribution.

From the given precision and recall figures, it is
not surprising that the final F-scores of most met-
rics are also highest for the original distribution of
positive vs. negative training examples. What is
surprising here is that the BLANC metric reaches
highest scores in the 1:2 train ratio for which nei-
ther the precision nor the recall perform best. This,
we assume, is due to the more complex way of cal-
culating BLANC’s final score, which as Recasens
and Hovy (2011) discuss puts equal emphasis on
coreference and non-coreference links. Yet, the
improvement in scores is, as an average over all
languages, less than 1%, which we do not consider
noteworthy.

On the basis of those observations, we can con-
clude that instance sampling does not lead to a
considerable improvement of the CR system per-
formance for most of the four evaluation metrics.
The only relatively higher figures were reached by
MUC’s and B3’s recall as well as for BLANC’s
final scores. Our assumption is that the high con-
centration of positively labeled examples lead to
overmerged entities for which the evaluation met-
rics reach better recall, but this does not necessar-
ily lead to an overall better performance.

4.3 Differences Across Languages

Since in this evaluation approach we are more in-
terested into how the given change in the training
ratio influences the overall performance of the sys-
tem per language and not each separate metric, we
use the scores (listed in table 3) that are achieved
by the average calculation of the F-score for each
separate language. It is surprising to see that for all

train Romance Germanic
base 43.78 36.65
1:10 41.37 34.19
1:7 40.59 33.65
1:5 39.22 33.74
1:4 38.61 33.41
1:2 34.90 30.24

Table 4: Average system performance over both
language families and sampling variations.

languages, apart from Dutch, there is no improve-
ment on the overall performance of the system for
any of the artificially created samples. For Dutch,
the averaged F-score rises slightly but gradually
for the samples 1:10, 1:7 and 1:5, where for the lat-
ter sample the classifier reaches an averaged per-
formance of 16.34% as compared to its perfor-
mance in the base distribution – 15.70%. Again,
this is not an exceedingly high improvement of
system performance. However, a possible expla-
nation for the fact that instance sampling reaches
better results only for Dutch might be triggered by
its outlier nature and considerably low overall per-
formance. On the basis of that, we can assume that
instance sampling can be more advantageous for
less efficient memory-based classifiers than for the
high performance ones. Yet, the change in scores
might also be based on the variations across the
annotation schemes of the different languages. In
order to determine the exact reason, further inves-
tigation on the topic is needed.

4.4 Differences Across Language Families

A multilingual coreference resolution system as
UBIU is hard to design in a way in which it will
be able to perform optimally for each newly intro-
duced language. Thus, it is reasonable to assume
that system generalizations and respectively opti-
mizations will be more sensible if based around
the concept of the language family and not the sep-
arate language. Accordingly, we attempt a further
generalization of the system performance that al-
lows us to note the differences in the classification
output for the Romance and Germanic language
families. In table 4, we report the averaged results.
Yet, the classifier performance curves across the
samples formed on the basis of the two language
families and not on the separate languages again
do not show a significant variation from one an-
other. Both performance types gradually decrease
for each sample, which shows that there are no
specific differences among language families that
can be captured by an instance sampling approach.
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5 Conclusion and Future Work

In the current paper, we presented our results
from an instance sampling approach applied on
a memory-based coreference resolution system.
The novelty of our work lies in the investigation
and employment of the sampling procedure in a
multilingual environment that, to our knowledge,
has not yet been explored. We show that despite
the intermediate differences in precision and re-
call over the four evaluation metrics their overall
F-scores are highest for the base sample distribu-
tion. Our hypothesis is that when trained on a
sample with high concentration of positive exam-
ples, classifiers attempt the classification process
in a way that keeps the ratio of positive vs. neg-
ative examples proportionate in their output. This
leads to overmerged entities for which some met-
rics reach better recall, yet this does not necessar-
ily lead to a boosted overall performance because
of the generally lower precision. However, the in-
crease of performance for one of the languages,
Dutch, shows that instance sampling can be ad-
vantageous to some languages. Based on the lan-
guage family we did not observe a considerable
variation in the system performance. On account
of our results, we believe that coreference resolu-
tion approaches should further concentrate more
on the integration of new and novel linguistic in-
formation as well as world knowledge rather than
on technical and statistical system optimization.
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