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Abstract

With the increasing demand for fast and
accurate audiovisual translation, subtitlers
are starting to consider the use of trans-
lation technologies to support their work.
An important issue that arises from the
use of such technologies is measuring how
much effort needs to be put in by the subti-
tler in post-editing (semi-)automatic trans-
lations. In this paper we present an ob-
jective way of measuring post-editing ef-
fort in terms of time. In experiments with
English-Portuguese subtitles, we measure
the post-editing effort of texts translated
using machine translation and transla-
tion memory systems. We also contrast
this effort against that of translating the
texts without any tools. Results show
that post-editing is on average 40% faster
than translating subtitles from scratch.
With our best system, more than 69% of
the translations require little or no post-
editing.

1 Introduction

Automatic and semi-automatic translation have
become a potential help in the subtitling indus-
try due to the increasing demand for translations
and the short time professionals have to deliver
them. Many attempts have been made to trans-
late subtitles automatically by using different Ma-
chine Translation (MT) approaches such as Rule-
Based (RBMT), Example-Based (EBMT), Statis-
tical (SMT) and also Translation Memory (TM)
systems. However, no previous work compares
different approaches in terms of the effort that is
required to post-edit the translations they produce.
Additionally, the related work in the field does not
provide an in-depth comparison between the effort
needed to translate subtitles from scratch and the

effort needed to post-edit a draft version produced
using translation tools.

The ability to objectively assess translation
technology tools according to their post-editing
effort is essential for a well informed decision
among the large variety of tools available, as well
as to ensure that such tools produce translations
that require less effort to post-edit (PE) than the ef-
fort that would be necessary to translate the same
texts from scratch (HT).

In this paper we compile a corpus of English
– Brazilian Portuguese subtitles and we compare
two different MT approaches as well as a TM sys-
tem using this corpus. The translations obtained
are post-edited and the original sentences are also
translated from scratch, both using a tool specially
designed to gather objective and subjective effort
indicators: time spent on performing the task and
qualitative assessments. Results show that trans-
lators can greatly benefit from automatically ob-
tained translations.

The rest of this paper is organized as follows:
Section 2 gives an overview of prior work; Sec-
tion 3 describes our parallel corpus of subtitles;
Section 4 describes how the experiments were per-
formed; Section 5 presents the results; and Section
6 concludes the paper and gives some directions
for further research.

2 Related Work

Popowich et al. (2000) propose a number of pre-
processing steps in order to improve the accuracy
of an RBMT system for translating closed cap-
tions. Two native speakers assessed the transla-
tions, reporting 70% accuracy.

O’Hagan (2003) experiments with English-
Japanese subtitles for the movie The Lord of the
Rings. Subtitles from the first movie are used to
feed a TM system and subtitles from the second
movie are used for testing. Results are not encour-
aging, probably due to the poor TM coverage.
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Armstrong et al. (2006) train an EBMT sys-
tem in two scenarios: i) using a homogenous cor-
pus compiled exclusively with DVD subtitles, and
ii) using a heterogenous corpus compiled with a
mix of subtitles and sentences from the Europarl
(Koehn, 2005). The results show that a homoge-
nous setting leads to better translations.

Flanagan (2009) extends the work of Armstrong
et al. (2006) by using larger parallel corpora of
subtitles from multiple genres. A subjective eval-
uation querying users who watched movies con-
taining the translated subtitles in terms of intelli-
gibility and acceptability was performed. Results
show an average performance (∼ 3 on a 1-6 scale).

Melero et al. (2006) combine a black-box MT
system and a TM using a corpus of newspaper ar-
ticles and United Nation texts to translate subtitles.
They find that MT+TM performs significantly bet-
ter than MT in terms of BLEU (Papineni et al.,
2002) in an English-Spanish task. For English-
Czech they compare HT against PE in terms of
time. The comparison is somewhat inconclusive
as the HT and PE were compared using different
texts and a single human translator.

Volk (2008) uses a large proprietary corpus of
subtitles (5 million sentences) to train an SMT sys-
tem. The author reports BLEU: i) using a single
reference, and ii) using the translations produced
by six post-editors. The author finds that SMT
outputs can still be acceptable translations even
though they do not exactly match the HT as long
as they lie within 5 keystrokes, distance from it.

Similarly to prior work we compile a corpus of
DVD subtitles in order to perform in-domain sub-
title translations. We train our own SMT model
and compare it against other MT approaches and
a TM. Our main goal is to demonstrate that, re-
gardless of the MT/TM strategy, PE is faster than
HT without a loss in quality. For that, we design a
comprehensive evaluation: i) objectively in terms
of time (Specia, 2011), ii) subjectively using well
specified scoring guidelines (Specia, 2011), and
iii) automatically in terms of BLEU using single
and multiple references. As a by-product, a com-
parison between different translation approaches
is performed.

3 Corpus

The corpus used in this research was compiled
with subtitles from the American TV series “X
Files” which were downloaded from the free sub-

title websites “TVsubtitles.net”1 , “All-subs.org”2

and “Opensubtitles.org”3, where fans of the series
volunteer to transcribe and translate subtitles. The
corpus presented several types of noise which had
to be cleaned such as: i) spelling errors, ii) non-
uniform character casing, iii) different encoding,
and iv) XML-like tags.

Subsequently, the corpus was automatically
aligned at the sentence level using heuristics
aimed at maximizing the time overlap between the
source and target subtitles. The sentence align-
ment was revised to guarantee the largest possible
set of 1-1 correspondences and also to correct mis-
takes that resulted from the particularities of align-
ing subtitles. After the correction of the sentence
alignment, four episodes were randomly chosen
and kept aside as our test data. Statistics about
the resulting sentence-aligned parallel corpus are
reported in Table 1.

Corpus Training Test
en tokens 720,845 17,796
pt tokens 613,201 14,000

Sentence pairs 76,295 2,379

Table 1: Token and sentence numbers in the paral-
lel corpus

4 Experiments

This section describes how the effort to trans-
late subtitles from scratch was compared to the
effort to post-edit translations automatically ob-
tained through different tools.

4.1 Systems

We used three translation tools in this research:
two MT systems and a TM system:

RBMT: we used the commercial RBMT system
Systran SMTU4 as a black-box tool.

TM: we used the TM system Trados Studio5 with
a translation memory built using the parallel
corpus described in Section 3. To restrict hu-
man intervention at the PE stage, we used the
auto-translate option available in the toolkit.
This option ensures that all 100% source
matches are automatically translated. As for

1http://www.tvsubtitles.net/
2http://www.allsubs.org/
3http://www.opensubtitles.org/
4http://wwwv5.systransoft.com/
5http://www.trados.com/en/sdl-trados/default.asp
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the remaining segments, the first match re-
trieved respecting a 70% fuzzy match thresh-
old is accepted without manual correction.
When no match is found, the original sen-
tence is copied in the output.

In-domain SMT: we used the parallel corpus
(Section 3) to train an en-pt phrase-based
SMT system using the Moses toolkit (Koehn
et al., 2007). The training set was fur-
ther divided into 74,295 sentence pairs for
phrase extraction and the remaining 2,000
sentences pairs for tuning the parameters of
the system. For language modeling, we used
the Portuguese side of the parallel corpus,
along with 262K additional out-of-domain
sentences from the Lácio-Ref corpus (Aluisio
et al., 2003).

Out-of-domain SMT: we used the SMT system
Google Translate as a freely available wide-
coverage black-box tool.

4.2 Post-editing Task
Eleven volunteers participated in our experiments:
they are native speakers of Brazilian Portuguese
and fluent speakers of English and have some ex-
perience with translation tasks. They were sent
guidelines and asked to post-edit automatic Por-
tuguese translations and to translate English subti-
tles from scratch.

In order to anticipate any problems the transla-
tors could have with both the tool’s interface and
the task guidelines, and to calculate the transla-
tors’ agreement regarding the subjective PE as-
sessments (Figure 1), a pilot test was performed.
Six translators participated in the pilot test which
lasted one week. Each translator post-edited and
evaluated the same set of 30 sentences with 10 sen-
tences repeated for intra-agreement computation.
Using the Kappa index (Landis and Koch, 1977),
an average inter-agreement rate of 0.48 (moderate)
and an average intra-agreement rate of 0.69 (sub-
stantial) were obtained.

The main experiment was set to last two weeks
(W1 and W2) and the translators were divided into
two groups (G1 and G2). In W1, 125 English sub-
titles (sources) were randomly selected from the
test set. For every source we produced 4 automatic
translations (using Google, Systran, Moses and
Trados) which were post-edited by every member
of G1. At the same time, members of G2 trans-
lated the 125 original source sentences without the

aid of any of the translation tools (they could use
dictionaries, but no translation tools).

To prevent any bias in the time measurement
towards HT or PE, G1 and G2 performed differ-
ent tasks (translation or post-editing) in the exper-
iment with the same test (source) sentences, and
we never asked the same translator to post-edit the
output of a source sentence that he/she had previ-
ously translated or vice-versa.

Since we were also interested in collecting ev-
idence to compare the effort on post-editing the
output of different MT/TM systems, we used the
same PE task for pairwise system comparisons.
For every source we combined the 4 systems’ out-
puts in pairs, resulting in 6 pairs that were ran-
domly assigned to the members of G1. To avoid
assigning more than one comparison pair to a
given translator, we had 6 translators performing
the PE task. It is worth highlighting that the jobs
were distributed during the week, so we could
randomly distribute the two automatic translations
being compared on different days, reducing the
chances that a translator would notice the presence
of source duplicates.

In W2 we selected another 125 source sentences
and repeated the process swapping the roles of
translators in G1 and G2. The purpose of having
two weeks and swapping the roles of the groups
was to gather effort indicators on HT and PE from
the same human translators. Because there were
6 system combinations, the group performing the
PE tasks in W2 also had to contain 6 translators.
Since we only had 11 translators, one translator
did not participate in the HT task and participated
twice in the PE task.

We implemented a simple tool to aid the trans-
lators performing both tasks. The tool presents the
source sentence and its recent context and, in the
case of the PE task, the automatic translation. Af-
ter the translation or post-editing of a sentence,
the tool queries the translator for an assessment
of the effort put into translating/post-editing the
sentence. For the PE task, the translator answers
the question ‘How much post-editing effort did the
translation require?’ and for the HT task, ‘How
hard was it to translate the source text?’. The
scales for PE and HT assessments are shown in
Figures 1 and 2, respectively. Clear guidelines ex-
plaining these options were given to the transla-
tors.
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Score Description
1 Complete retranslation
2 A lot of post-editing but quicker than translation
3 A little post-editing
4 No modification performed

Figure 1: Scale for PE evaluation

Score Description
1 Difficult
2 Moderate
3 Easy

Figure 2: Scale for translation evaluation

The PE tool logs the time spent to translate
or post-edit individual sentences. Translators can
therefore pause between sentences, but they were
asked to avoid pausing when possible. Translators
were asked to translate/post-edit the sentence liter-
ally when it lacked context. Additionally, for post-
editing, they were asked to perform the minimum
amount of editing necessary to make the transla-
tion ready for publishing.

5 Results

To compare different translation tools, we used
the human assessments for PE effort collected us-
ing the PE tool, as well as BLEU, a standard au-
tomatic evaluation metric, computed here for the
draft translations before their post-editing. We
computed BLEU i) using a single reference trans-
lation, that is, the original fan-sub subtitles in Por-
tuguese (ref0) and ii) using multiple references
collected as part of the HT/PE task (i.e. ref0, five
translations made from scratch ref1−5 and twelve
post-edited translations ref6−17). The aim was
to measure how close to any manually obtained
translation the MT and TM outputs were and what
percentage of the draft translations was reutilized
in the PE task. Table 2 compares the performance
of the four systems according to BLEU.

References Google Moses Systran Trados
Single 21.51 22.28 13.90 09.22

Multiple 92.24 72.04 70.23 28.36

Table 2: BLEU scores using single and multiple
(18) references

Overall, both SMT systems outperform the
RBMT and TM tools. By comparing the scores
one can observe that when BLEU is computed
with ref0 only, Moses has a slightly better perfor-
mance than Google, even though Google is cer-

tainly trained using much larger corpora. This
may be due to the fact that Moses was trained us-
ing in-domain data, i.e., the corpus with subtitles
of the same series. As a consequence, it is more
likely that Moses learns specific vocabulary from
the series and that translations look more similar to
those in the reference set. However, when BLEU
is computed with multiple references, even though
the translations from all systems may differ from
what was originally expected (ref0), they can still
be valid alternative translations that often match
the choices made by other translators (ref1−17).
This resulted in a different ranking where Google
significantly outperforms all other systems. While
Moses and Systran have very similar scores, the
TM system still performs poorly.

It is worth noticing that TM systems are not
meant to be used without human intervention, and
therefore our settings tend to penalise Trados, par-
ticularly in terms of lexical matching metrics such
as BLEU. In fact, unless a full match is possible,
all options produced by the TM will contain some
noise or words in the source language. Table 3
illustrates the percentage of matches of different
types retrieved by Trados. Although BLEU is cer-
tainly not a good metric for Trados, it is interest-
ing to compare the TM with Moses, since both are
based on the same parallel corpus.

Test set Full Fuzzy Untranslated
Average 1.79% 58.55% 38.66%

Table 3: Different types of matches retrieved by
Trados with a 70% threshold for fuzzy matches

In addition to BLEU, the subjective human as-
sessments for PE effort were also compiled. Ta-
ble 4 shows the percentage of translations assigned
different effort scores. More than 92% of the sen-
tences translated by Google were scored as no or
little post-editing needed (scores 3 and 4). Over
70% of Moses’ and Systran’s outputs were also
scored 3 or 4. Trados required little or no post-
editing for only 36% of its outputs. The MT sys-
tems had no more than 8% of the sentences requir-
ing complete retranslation. Trados, however, had
more than 47% of its outputs scored as 1. These
results are very well aligned to those in Table 2,
confirming the BLEU scores using multiple refer-
ences.
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System 1 2 3 4
Google 1.73% 6.00% 28.80% 63.47%
Moses 4.27% 18.40% 36.80% 40.53%
Systran 7.47% 17.73% 40.40% 34.40%
Trados 47.47% 15.87% 19.20% 17.47%

Table 4: How often post-editing a system output
was scored 1, 2, 3 or 4

The comparison of translation tools according
to the time needed to post-edit their outputs shows
that the statistical systems produce translations
that require less time to be post-edited. Table 5
illustrates the system comparison in terms of PE
time.

System Google Moses Systran Trados
Google - 139 161 187
Moses 69 - 122 164
Systran 69 106 - 145
Trados 48 67 89 -

Table 5: How many times the system in the first
column produced an output that was more quickly
post-edited than each of the other systems (other
columns)

According to these time measurements, Google
seems to produce the most outputs which can be
post-edited in less time as compared to all other
systems. Out of 250 cases, Moses was faster to
post-edit than Google on 69 translations, while
Google was faster than Moses on 139 translations.
Although Moses seems to perform slightly better
than Systran, both systems are very close: i) both
were faster than Google on 69 sentences, ii) Moses
was faster than Systran on 122 sentences against
106 for the rule-based, and finally iii) both outper-
form Trados.

When the systems are compared regarding PE
effort assessments, as shown in Table 6, the results
are similar to those using PE time, demonstrating a
good correlation between objective and subjective
effort indicators.

System Google Moses Systran Trados
Google - 97 115 186
Moses 22 - 73 162
Systran 30 65 - 159
Trados 8 11 40 -

Table 6: How many times the system in the first
column produced an output that was better scored
than each of the other systems

To support our main claim in this paper that
post-editing draft translations requires less effort

than translating text from scratch, we compared
the PE effort and HT effort in terms of time. Table
7 shows that post-editing the output of any system
is faster than translating subtitles from scratch.

System Faster than HT
Google 94%
Moses 86.8%
Systran 81.20%
Trados 72.40%

Table 7: How often post-editing a translation
tool output is faster than translating the text from
scratch

While Table 7 shows how frequently PE is
faster than HT, Table 8 shows the actual differ-
ence in time. By comparing the average time each
translator spent on translating and to post-editing
sentences we reach an average ratio (PE/HT) of
0.5952 with a ±0.098 standard deviation, that
is, the time to perform PE represents on average
about 60% of the time to perform HT. The small
standard deviation supports the assumption that
PE is 40% faster than HT, regardless of the trans-
lator and the source of automatic translations. In
other words, translating from scratch consistently
takes 70% longer (HT/PE) than post-editing the
same sentence.

Annotator HT (s) PE (s) HT/PE PE/HT
Average 31.89 18.82 1.73 0.59

Deviation 9.99 6.79 0.26 0.09

Table 8: Comparing the time to translate from
scratch (HT) with the time to post-edit MT (PE),
in seconds

As an additional experiment to study the re-
lation between sentence length and PE effort in
terms of time and subjective scores, in Tables 9
and 10 we analyzed the data according to differ-
ent categories of PE and HT effort scores. Table
9 summarizes the percentage of outputs scored 1-
4, the average source length and the average time
spent on post-editing, including standard devia-
tion. Table 10 summarizes the same aspects for
the sentences translated from scratch.
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Score Samples Time LengthAverage (s) Deviation
1 15.2% 32.19 29.95 8.503
2 14.0% 40.87 50.98 9.343
3 31.0% 18.92 20.63 7.924
4 38.9% 5.02 8.15 6.122

Table 9: Correlation between PE effort score and
average input sentence length

Score Samples Time LengthAverage (s) Deviation
1 7.04% 111.19 82.875 10
2 18.96% 53.21 38.875 9
3 74.0% 20.29 19.342 6.89

Table 10: Correlation between translation effort
score and average input sentence length

In Table 9 we can see that sentences scored 4
took on average 5 seconds to be post-edited. This
may be because the tool did not permit the trans-
lators to read a sentence before they started post-
editing it, thus 5 seconds would be the average
time the translators spent reading the source sen-
tence and its suggested translation, to then decide
that it did not needed any post-editing.

More than 38% of the sentences were scored 4
(no modification performed) and more than 69%
were designated as little or no post-editing per-
formed. Although Tables 9 and 10 provides a
certain pattern regarding the length of sentences
and the scores (shorter sentences seem to have
higher scores); it is interesting to note that sen-
tences scored 1 are surprisingly shorter than sen-
tences scored 2. Our hypothesis is that sentences
that are shorter and contain several errors are more
likely to be deleted whereas longer sentences tend
to be fixed because it saves time on typing. It
seems to take less effort to erase and rewrite short
sentences than to reorder them.

It is worth noticing that post-edited translations
scored 1-2 in Table 9 and sentences translated
from scratch scored 2 in Table 10 have a simi-
lar length, which allows us to compare them in
terms of time. Table 9 shows that post-editing
sentences scored 2 is a bit slower than sentences
scored 1 (requires complete retranslation). Nev-
ertheless it does not mean that post-editing those
sentences is slower than translating their original
sources from scratch. We can see in Table 9 that
post-editing a sentence that requires complete re-
translation (scores 1-2 ) is less time-consuming
than translating the same sentence from scratch
(score 2 in Table 10). This may be so because even

when the sentence requires complete retranslation
the translator may benefit from the translation of
some terms even if he or she considers the trans-
lation inappropriate for the sentence. The output
sentence may provide the translator with a gist
of the translation whereas translating from scratch
also involves the effort of considering several pos-
sibilities for translating the source.

Finally, we were concerned with the quality of
the post-edited translations. Although the transla-
tors were asked to perform the minimum neces-
sary operations while post-editing, they were in-
structed to produce translations that were “ready
for publishing”. We conducted an automatic eval-
uation comparing each of the 12 sets of post-edited
translations to the 5 sets of translations made from
scratch and the corpus-based reference (ref0−5).
We observed a high average BLEU score of 69.92
± 4.86 (less than 7% standard deviation), which
suggests that PE does not imply any loss in transla-
tion quality, as compared to standard translations.
It is always important to highlight that post-edited
translations that do not match a reference are not
necessarily bad as they could still be valid para-
phrases. A human evaluation of these aspects is
yet to be performed.

6 Conclusions and Future Work

We presented experiments showing that automatic
and semi-automatic translation of DVD subti-
tles may be of great help to subtitlers, since
the pre-translated subtitles are proven to be less
time-consuming to post-edit than translating from
scratch. As expected, we found a high correlation
between a subjective scoring of the post-editing
effort and the actual time necessary to post-edit
translations. In addition, we found a strong cor-
relation between this scoring and sentence length:
high scoring translations are usually those with
short length. Nevertheless, Table 10 gives us an
insight that short sentences that contain several er-
rors are more likely to be completely discarded
and translated from scratch.

Regarding the performance of the translators,
Table 8 confirms that the average time spent to
translate from scratch is more than 70% higher
than the time to post-edit the same sentence. Fur-
ther analysis has shown that all the translators had
a better time performance when post-editing a pre-
translated sentence. The number of times that PE
was faster than HT (Table 7) is substantial proof
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of our hypothesis. Even the TM system, which
often did not perform as well as the other MT
systems, achieved a high performance when com-
pared against translating from scratch. Translat-
ing with TM systems may be a way of ensuring
consistency in the translation, that is, the TM sys-
tem may help the translator to be consistent when
translating the same sentence more than once.

We believe that by treating punctuation and
character case and by having a larger corpus, the
TM system would retrieve a greater number of
high percentage matches. A larger corpus would
obviously contribute to a better performance of the
SMT Moses as well. The rule-based system could
also have an improved performance if its linguis-
tic resources were specific to the subtitle domain,
maybe by extracting in-domain bilingual dictio-
naries from parallel corpora.

Despite the small size of the corpus, it became
evident that automatic and semi-automatic trans-
lation of subtitles can be a real help for subtitlers
by speeding up the translation process by 40% for
most of the subtitles (from 72 to 94% depending
on the translation engine). This can also mean in
practical terms a cost reduction for subtitling com-
panies.

In future work, to clarify some choices regard-
ing scores the translators have made, a question-
naire will be developed in order to have a more
detailed analysis of the output of the systems. We
also want to evaluate the subtitles including the
process of fitting the translation according to spe-
cific restrictions in the field: time and length. In
addition, the post-edited subtitles could be eval-
uated by native speakers of the target language
(regarding quality) in the role of real end-users
watching the videos with subtitles.
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