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Abstract

The article presents two automatic methods that
reduce the complexity of the ambiguous space in-
troduced by the omission of the part of speech
tagger from the architecture of a shallow machine
translation system. The methods were imple-
mented in a fully functional translation system
for related languages. The language pair cho-
sen for the experiments was Slovenian-Serbian
as these languages are highly inflectional with
morphologically ambiguous forms. The empir-
ical evaluations show an improvement over the
original system.
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1 Introduction

The article presents two automatic methods that re-
duce the complexity of the ambiguous space intro-
duced by the omission of the part of speech tagger
from the architecture of a shallow transfer machine
translation system.

The shallow parsing machine translation architecture
is suitable for the translation systems for related lan-
guages as shown in [5, 15]. Authors [12] and the
authors of translation systems for related languages
Apertium [5] and Cesilko [11] suggest using an archi-
tecture similar to the one presented in figure 1. This
architecture employs statistical part of speech (POS)
tagger for disambiguation of the morphological anal-
ysis of the source language. The quality level of the
tagging process of today’s state-of-the-art POS taggers
for highly inflectional languages like [10] and [8] is rel-
atively low, comparing to the quality of POS taggers
for the analytical languages like the English language,
and also comparing to the overall quality of the trans-
lation systems for related languages.

[14] proposes a change of the basic architecture, the
omission of the statistical POS tagger from the early
stages of the translation process and the introduction
of a ranking mechanism in the post-processing phase.
The proposed architecture is presented in the figure
2. The ranking mechanism is based on the statistical
trigram target language model and models the most
probable sentence in the target language. The ranker
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selects the best translation among all available trans-
lation candidates.

The rest of the article is organized as follows: the
section 2 presents the current accomplishments in the
field of the machine translation for related languages,
section 3 presents the basic motives that led the au-
thors to this set of experiments. The section 4 shows
the motivation that led to the experiment presented in
the paper. the section 5 presents the main method and
the section presents the evaluation methodology with
the results. The article concludes with a discussion.

2 State of the art

The majority of the translation systems for related lan-
guages uses the shallow parsing machine translation
architecture as shown in [15] and in the overview of
the translation systems presented in 2.1. The figure 1
shows the architecture of the of the most known trans-
lation systems for related languages [5] and Cesilko [11]
and used with variations in the majority of the systems
presented in 2.1.
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Fig. 1: The modules of a typical shallow transfer transla-
tion system. The systems [5, 11, 17, 19] follow this design.
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2.1 Available MT systems for related
languages

A few experiments in the domain of machine transla-
tion for related languages have led to the construction
of more or less functional translation systems. The
systems are ordered alphabetically:

e [2] for Turkic languages.
e Apertium, [5], for Romance languages.

e [7, 3, 1] for Scandinavian languages.
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e Ruslan and Cesilko, [9, 12], for highly inflec-
tional Slavic languages, mostly language pairs
with Czech language.

o [18] for Gaelic languages; Irish (Gaeilge) and Scot-
tish Gaelic (G‘aidhlig).

o [19] for the North Sdmi to Lule Sdmi language
pair.

e Guat, [20], for highly inflectional Slavic languages,
mostly language pairs with Slovenian language.

The experiments presented in this paper are based on
technologies presented by [5] and [12].

3 DMotivation

The most important motivative reasons for this re-
search are:

e The production of a new POS tagger, especially a
good quality tagger, is not a simple task. One of
the easiest methods is training of a stochastic tag-
ger based on HMM algorithm [21]. Some parts of
this task can be automatized using unsupervised
learning methods or supervised learning methods
like [4], but it still involves the selection of a new
tag set, the production of a tagged training cor-
pus, testing of the corpus and at the end the basic
learning process.

e The quality level of the tagging process of to-
day’s state-of-the-art POS taggers for highly in-
flectional languages like [10] and [8] is relatively
low, comparing to the quality of POS taggers for
the analytical languages like the English language,
and also comparing to the overall quality of the
translation systems for related languages.

e According to the today’s most used designs for
translation systems for related languages, the
shallow transfer translation systems, the disam-
biguation module follows the source language
morphological analysis at the beginning of the
translation process. This design is shown on fig-
ure 1. Such design is adopted by Apertium [5]
and Cesilko [11]. Errors produced at the early
stages of the translation process usually cause
bigger problems than errors introduced at latest
phases as later phases of the translation rely on
the output of the preceding phases.

e Multiple translation candidates allow selection of
the best candidates in the final phase when all
available data for the translation has been ac-
cumulated. The most common translation er-
rors are fluency errors of the target language and
not adequacy errors. These errors commonly do
not interfere with the meaning of the translation
but rather on the grammatical correctness of the
translation. They are mostly caused by the er-
rors in morphological analysis or morphological
syntheses.
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The omission of the tagger and introduction of a rank-
ing scheme based on target language statistical model
as suggested in [13] yields better translation results
as suggested in the same paper. The newly proposed
architecture is shown on figure 2. This method is
further described in the section 4. The introduction
of multiple translation candidates generated from all
possible morphological ambiguities as suggested in
[13] leads to an exponential growth of the number of
possible translation candidates.
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Fig. 2: The newly proposed architecture of a shallow
transfer translation system.

The output of the morphological analysis is a set of
all possible morphological tags describing each word.
Every word with more than only one tag can be ob-
served as a set of possible ambiguities. In the case of
highly inflectional languages like the pair presented in
this paper the number of ambiguous possibilities in-
creases. The set of all possible translation candidates
is constructed as the vector product of all ambiguous
sets. The number of possible translation candidates
grows exponentially with the length of the sentence,
the equation 1 shows the upper limit of the number of
possible translation candidates.
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where T'C' is the set of possible translation candidates
for the longest sentence Sy,q: and Ty,q. is the biggest
number of ambiguities for a word. Although the equa-
tion 2, which shows the average number of possible
translation candidates, presents much lower numbers,
the complexity of the problem still remains exponen-
tial. ~
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Equations 3 and 4 show empirical values for an ex-
ample source sentence and typical numbers collected
from a corpus test-set.
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4 Using a statistical post-
processor instead of a POS
tagger

A statistical language model assigns a probability to
a sequence of words by means of a probability dis-
tribution. Using a language model, we assume that
the training corpus used in the experiments is a good
enough representation of the observed language.

The authors of the newest version of Cesilko, the plat-
form for MT for related languages [14], suggest a mod-
ified architecture for the translation system with the
omission of the POS tagger, shown of figure 2. The ex-
periment shown in [13] even shows a better translation
performance of a similar architecture change on a dif-
ferent translation platform, the Apertium [5]. The ex-
periment was conducted on a Romance language pair
Portuguese - Spanish.

The exclusion of the tagger from the system has to be
compensated somewhere else in the translation process
since the output of the MT system is supposed to be
one sentence.

An essential part of the whole MT system is the sta-
tistical post processor. The main problem with our
simple MT process described in the previous sections
is that both morphological analyser and transfer in-
troduce a huge number of ambiguities into the trans-
lation. It would be very complicated (if possible at
all) to resolve this kind of ambiguity by hand-written
rules. That is why we have implemented a stochas-
tic post-processor which aims to select one particular
sentence that suits best the given context.

We use a simple language model based on trigrams
(trained on word forms without any morphological an-
notation) which is intended to sort out ”wrong” target
sentences (these include grammatically ill-formed sen-
tences as well as inappropriate lexical mapping). The
current model has been trained on a corpus of 9 mil-
lion words which have been randomly chosen from the
Serbian Wikipedia!.

Let us present an example of how this component
of the system works. In the source text we had the
following Slovenian segment (matrix sentence):

(5) Kozarec na zeleni
glass-N,M,SG,NOM on green-ADJ,F,SG,NOM
mizi
table-N,F,SG,NOM
“A glass on a green table ...’

)

The rule-based part of the system has generated four

target segments: Casa na zelenom stolu, Casa na ze-
lenim stolu. Casa na zelenim stolovima, Casa na ze-
lenom stolovima.
The words zelen and miza are (fem.sg.loc and
fem.du.nom). According to the language model, the
ranker has (correctly) chosen the first sentence as the
most probable result. There are also many homonym
word forms that result in different lemmas in the target
languages. For example, the word bleda means both
“spinach beet-n.f.sg.nom” or ”Beta vulgaris var cicla”
and “pale-a.f.sg.nom”. The ranker is supposed to sort
out the contextually wrong meaning in such cases.

L http://sr.wikipedia.org
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5 Method description

The authors of [13] suggest using a shallow parser to
reduce the number of the translation candidates. The
parser has to be hand-crafted. We propose a combina-
tion of two automatic methods to reduce the number
of possible translation candidates:

e An automatically constructed set of local-
agreement rules to discard improbable translation
candidates.

e A statistical ranker of the translation candidates
based on the POS tags of the source language to
rank and select the remaining translation candi-
dates from first method.

The Guat [20], a translation system for related lan-
guages based on Apertium [5], was used as the refer-
ence system and also as the sandbox for the imple-
mentation of proposed methods. Guat is automati-
cally constructed so there is still room for improve-
ment mainly through data correction tasks. The basic
architecture of the system follows the architecture of
apertium [5] and is presented in figure 1. The expo-
nential complexity of the problem was addressed with
a combination of two methods, each is presented in a
separate section. The local agreement rules were used
to discover and discard improbable translation candi-
dates, the method is described in section 5.1. A sta-
tistical ranker [14] trained on the POS tags of a hand
checked corpus [6] was used to select an n-best set
of translation candidates, the method is presented in
5.2. The results and further discussion are presented
in sections 7 and 8.

5.1 Discarding improbable translation
candidates using local agreement
rules

In this experiment we tried to use the agreement of
morphological descriptors of adjacent words as a cri-
terion to discard improbable translation candidates.
The agreement of morphological descriptors can be
modelled using rules based on regular expressions. The
rules are described in section 5.1.1. The same format
of rules as defined in the Apertium framework was used
as it was powerful enough for the chosen task and it
was already based on the same technology. The auto-
matic induction of such rules is presented in the section
5.1.1. All the applicable rules, whose pattern regular
expression describes part of the translation candidate,
were applied on the translation candidate. If a rule
changes part of the translation candidate, the candi-
date is discarded.

5.1.1 Automatic induction of local agreement
rules

The automatic induction of the local agreement rules
produces the same format of the rules as used by Aper-
tium transfer module, but the method is limited to the
discovery of local agreement. The requirements for the
method are much simpler, just a morphologically an-
notated corpus of the source language.

Trigrams and bigrams with morphological descriptions



were extracted from source language part of the cor-
pus. The corpus used as training data was [6], which
was hand checked for errors in morphosyntactic tags.
The source language used in our experiment was Slove-
nian language although the same method could be
used for other languages as the method is not lan-
guage specific. Each bigram and trigram was checked
for agreement among tags of different words, the tags
and their positions were free. If any agreements were
found, a candidate for a rule was stored. The POS
tags of the source bigram or trigram present the pat-
tern part of the rule, the action part of the rule is con-
structed from all the morphosyntactic tags with agree-
ment information. The rule candidates were grouped
according to the pattern and action definitions, each
group with a predefined number of candidates was cho-
sen as a valid rule.

Although many improbable rules were discarded,
longer sentences still yielded unmanageable number of
translation candidates. Basically the growth of the
problem was still exponential although the base was
reduced. There is no guarantee on the upper limit
of the number of translation candidates using this
method. Another method was devised that coped with
this problem, the ranking of translation candidates,
described in section 5.2.

5.2 Ranking of the translation candi-
dates

The empirical results in the table 2, the system named
rules, show an improvement of the method that dis-
cards the improbable translation candidates using au-
tomatically induced rule, presented in section 5.1, over
the original system and even over the system using all
possible translation candidates. The problem of the
number of possible translation candidates still rests to
be resolved. The number of possible translation can-
didates, non-discarded by the first method, depends
on the induced rules and in the worst case it is still
exponential. A mechanism for ranking the remain-
ing translation candidates and selecting a manageable
subset had to be applied. A variation of the mecha-
nism described in the section 4 was used in this exper-
iment.

The main part of the MSD descriptors, the Category,
was extracted from the source part of the training cor-
pus [6] presenting a list of Category descriptors instead
of the original words. The ranker was trained in the
same way as explained in the 5.2 thus learning the
most probable POS tag sequences of the source lan-
guage.

Translation candidates obtained from the morphoogi-
cal analyser can be scored using this ranking scheme.
A scoring scheme enables the selection of an n-best set
of possible translation candidates thus reducing the
problem to a fixed upper limit ensuring a limit to the
worst-case translation time. The n can be an arbi-
trary number although lower numbers yield a transla-
tion quality penalty as shown in the ranker part of the
table 2.
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6 Evaluation method

The edit-distance [16] was used to count the number
of edits needed to produce a correct target sentence
from automatically translated sentence. The metric
counts the number of deletions, insertions and substi-
tutions that need to be performed among the observed
sequences. This procedure shows how much work has
to be done to produce a good translation. The metric
roughly reflects the complexity of post-editing task.
The evaluation comprised of selecting 57 sentences
from testing data, translating these sentences using
the translation system and manually correcting the
output of the system to a suitable translation. By suit-
able translation we mean a translation that is syntac-
tically correct and expresses the same meaning as the
source sentence. The sentences were chosen by length
(shorter sentences than 15 words). This limitation en-
abled a fair comparison of the translation quality of
all the systems, same test-set, as same systems used
the full set of possible translation candidates. The
complexity of each sentence was arbitrary, there was
no special selection of the sentences using this crite-
ria although shorter sentences are usually simpler in
structure.

Two variants of the edit-distance [16] were calculated
for each set of examples, the edit distance based on
words and edit distance based on characters.

The results of this evaluation can be compared to re-
sults of the same metric used on similar systems; [14]
and [20]. Language pair’s properties and similarities
of our system in comparison to [14] make the compar-
ison feasible. The evaluation was conducted as a test
on a low number of test translations due to the time
and space limitations.

7 Results

Table 1: The number of translation candidates for
each system.

System All | All cand. Used
original 57 57 57
all 44 million | 44 million | 34,526
rules 44 million 934,326 | 4,284
ranker 44 million | 1,325,216 | 6,569
rules+ranker | 44 million 437,123 | 4,041

Description of the table 1:
System - Name of the tested system, each system is
presented in this section.
All - the number of all candidates produced from
tested sentences.
All cand. - the number of all translation candidates
entering the last translation phase, the ranking phase.
Used - the number of unique candidates entering the
last translation phase, the ranking phase.

Description of the table 2: The figures in table 2
show the difference between 1 and the weighed edit
distance, meaning higher values show better results.
System - Name of the tested system, each system is
presented in this section.



Table 2: Translation quality for each system.

System E. D. char. | E. D. word
original 0.848 0.778
all 0.892 0.826
rules 0.896 0.829
ranker 0.888 0.824
rules+ranker 0.896 0.829

E. D. char. - the edit distance based on characters

showing the percentage of characters that were not
changed.

E. D. word. - the edit distance based on words show-
ing the percentage of words that were not changed.

Description of the systems presented on tables 1 and
2:
original - the translation system [20] based on original
Apertium [5] architecture;
all - the original system with the omission of the sta-
tistical tagger. All possible ambiguous translation can-
didates were used.
rules - the all system with the introduction of the
method based on automatically induced local agree-
ment rules
ranker - the all system with the introduction of the
method based on the ranking mechanism. The thresh-
old was set at 100.000 translation candidates.
rules+ranker - the all system with the introduction
of the method based on automatically induced local
agreement rules with the ranking mechanism as a back
off in case of too many translation candidates.

8 Discussion

The first experiment, the introduction of the proposed
method by [14] to a new language pair, Slovenian -
Serbian, showed an even bigger improvement of the
proposed method as the original experiment.

The empirical evaluation showed that the introduc-
tion of the proposed methods increased the translation
quality of the overall system by a statistically signifi-
cant margin. The proposed methods successfully limit
the number of possible translation candidates.

The empirical evaluation was conducted on a relatively
small test sample due to time and resources limita-
tions, the experiment should be evaluated on a bigger
test-set. Further tests should be performed in the dis-
covery of the best ranker threshold limit.

Some of the deterministic possibilities to restrict the
blow-up of hypotheses have been explored, namely
rule-based or heuristic removal of contextually inap-
propriate hypotheses (e.g. parser [14], tag sequences
presented in this paper). Exploring different represen-
tations of the data as (multi)graph with multisets of
edges and later compacting of the graph (contraction
of fully/morphologically identical edges). The later
approach should provide interesting results, especially
for languages with high case syncretism.
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