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Massively-parallel connectionist networks have tradition- 
ally been applied to constraint-satisfaction in early visual 
processing (Ballard, Hinton & Sejnowski, 1983), but  are now 
being applied to problems ranging from the Traveling- 
Salesman Problem to language acquisition (Rumelhart  & 
MeClelland, 1986). In these networks, knowledge is 
represented by the distributed pat tern of activity in a large 
number of relatively simple neuron-like processing units, and 
computat ion is performed in parallel by the use of connec- 
tions between the units. 

A network model can be "programmed"  by specifying the 
s trengths of the connections, or weights, on all the links be- 
tween the processing units. In vision, it is sometimes possible 
to design networks from a task analysis of ~he problem, aided 
by the homogeneity of the domain. For example, Sejnowski 
& Hinton (1986) designed a network tha t  can separate figure 
from ground for shapes with incomplete bounding contours. 
Constructing a network is much more difficult in an in- 
homogeneous domain like natural  language. This problem 
has been partially overcome by the discovery of powerful 
learning algorithms that  allow the s t rengths  of connection in 
a network to be shaped by experience; that  is, a good set of 
weights can be found to solve a problem given only examples 
of typical inputs and the desired outputs  (Sejnowski, Kienker 
& Hinton, 198{}; Rumelhart ,  Hinton & Williams, 198{}). 

Network learning will be demonstra ted for the problem of 
converting unrestricted English text to phonemes. NETtalk  
is a network of 309 processing units connected by 18,629 
weights (Sejnowski & Rosenberg, 1986). It was trained on 
the 1,000 most  common words in English taken from the 
Brown corpus and achieved 98% accuracy. The same net- 
work was then tested for generalization on a 20,000 word 
dictionary: without further training it was 80% accurate and 
reached 92% with additional training. The network mas- 
tered different letter-to-sound correspondence rules in vary- 
ing lengthsJof time; for example, the "hard  e rule", c -•  / k / ,  
was learned much faster than the "soft  c rule", c - >  / s / .  

NETtalk demonstrably learns the regular pat terns of 
English pronunciation and also copes with the problem of ir- 
regularity in the corpus. Irregular words are learned not by 
creating a look-up table of exceptions, as is common in com- 
mercial text-to-speech systems such as DECtalk,  but  by pat- 
tern recognition. As a consequence, exceptional words are in- 
corporated into the network as easily as words with a regular 
pronunciation. NETtalk is being used as a research tool to 
study phonology; it can also be used as a model for s tudying 
acquired dyslexia and recovery from brain damage; several 
interesting phenomena in human learning and memory  such 
as the power law for practice and the spacing effect are in- 
herent properties of the distributed form of knowledge 
representation used by NETtalk (Rosenberg & Sejnowski, 
1986). 

NETtalk  has no access to syntactic or semantic  infor- 
mat ion and cannot,  for example, d isambiguate  the two 
pronunciations of "read".  Grammat ica l  analysis requires 
longer range interactions at the level of word representations. 
However, it may  be possible to train larger and more sophis- 
t icated networks on problems in these domains  and incor- 
porate them into a system of networks tha t  form a highly 
modularized and distributed language analyzer. At present 
there is no way to assess the computat ional  complexity of 
these tasks for network models; the experience with NETtalk  
suggests  tha t  conventional measures  of complexity derived 
from rule-based models of language are not accurate in- 
dicators. 
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