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Abstract 

This paper present a new method for parsing 
English sentences. The parser called LUTE-EJ parser 
is combined with case analysis and ATNG-based 
analysis. LUTE-EJ parser has two interesting 
mechanical characteristics. One is providing a 
structured buffer, Structured Constituent Buffer, so 
as to hold previous fillers for a case structure, instead 
of case registers before a verb appears in a sentence. 
The other is extended HOLD mechanism(in ATN), in 
whose use an embedded clause, especially a "be- 
deleted" clause, is recursively analyzed by case 
analysis. This parser's features are (1)extracting a 
case filler, basically as a noun phrase, by ATNG- 
based analysis, including recursive case analysis, and 
(2)mixing syntactic and semantic analysis by using 
case frames in case analysis. 

I. Introduction 

In a lot of natural language processing including 
machine translation, ATNG-based analysis is a usual 
method, while case analysis is commonly employed 
for Japanese language processing.The parser 
described in this paper consists of two major parts. 
One is ATNG-based analysis for getting case 
elements and the other is case-analysis for getting a 
semantic clause analysis. LUTE-EJ parser has been 
implemented on an experimental machine 
translation system LUTE (Language Understander, 
Translator & Editor) which can translate English 
into Japanese and vice versa. LUTE-EJ is the 
English-to-Japanece version of LUTE. 

In case analysis, two ways are generally used for 
parsing. One way analyzes a sentence from left to 
right, by using case registers. Case fillers which fill 
each case registers are major participants of 
constituents, for example SUBJECT, OBJECT, 
PP(Prepositional Phrase)'s and so on, in a sentence. 
In particular, before a verb appears, at least one 
participant(the subject) will be registered, for 
example, in the AGENT register. 

The o ther  me thod  has  two phases  on the  ana lys i s  
p roces s ing .  In  t h e  f i r s t  p r o c e s s i n g ,  p h r a s e s  a r e  
ext rac ted  as case e l emen t s  in order  to fill the  slots of  a 
case f rame.  The  second is to choose the  adequa t e  case 
e l e m e n t  among  the  ex t rac ted  ph ra se s  for a c e r t a i n  
case slot  and to cont inue  this  process for the  o t h e r  
phrases  and  the  o the r  case  slots.  In  th i s  me thod ,  
there  a re  no special  actions,  i.e. no r eg i s t e r ing  before 
a ve rb  appears . (Winograd  [83] ) 

E n g l i s h  q u e s t i o n - a n s w e r i n g  s y s t e m  P L A N E S  
(Wal tz  [78] ) uses  a spec ia l  k i n d  of  case  f r a m e s ,  
"concept  case f rames".  By us ing  them,  phrases  in  a 
sen tence ,  wh ich  a re  descr ibed  by u s i n g  p a r t i c u l a r  
" subne t s"  and semant ic  fea tures  (for a p lane  type and 
so on), a re  ga thered  and an action of a r e q u i r e m e n t  (a 
sentence)  is constructed.  

2. L U T E - E J  P a r s e r  

2.1. L U T E - E J  Parse r ' s  Domain  

The domain  t rea ted  by L U T E - E J  parse r  is w h a t  
m i g h t  be ca l led  a set  of  " c o m p l e x  s e n t e n c e s  a n d  
compound sentences".  Le t  S be an  e l e m e n t  of th is  set  
and le t  C L A U S E  be a s imple  sentence  (which m i g h t  
include an embedded sentence).  Now, i f  M A J O R - C L  
and MINOR-CL are  pr incipal  c lause  and subord ina te  
clause,  respect ively ,  S can be wr i t t en  as follows. 

(R1} <S > :: = (< MINOR-CL >) < MAJOR-CL > 
(<MINOR-CL>) 

(R2) <MAJOR-CL>::= <CLAUSE> / <S> 
(R3) <MINOR-CL>::= <CONJUNCTION> 

<CLAUSE> (in BNF) 
The syntactic and semantic structure for a 

CLAUSE is basically expressed by a case structure. 
In this expression, the structure can be described by 
using case frames. The described structure implies 
the semant ic  s t ruc ture  in tended  by a C L A U S E  and  
m a i n l y  depend ing  on verb  lexical  in format ion .  

Case e l emen t s  in a C L A U S E  are N o u n  Phrases ,  
object NPs  of PPs  or some k inds  of A D V e r b s  w i t h  
re la t ion  to t imes  and locations.  The  NP  s t ruc tu re  is 
described as follows, 
(R4) <NP> :: = (<NHD >){ < NP>/NOUN}( < NMP >) 

/ < Gerund-PH > / < To-infmitive~PH > /That < CLAUSE > 
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where NHD(Noun HeaDer)  is ~premodification" and 
NMP(Noun Modifier Phrase)  is "pos tmodi f ica t ion ' .  
Thus ,  N M P  is a se t  i n c l u d i n g  v a r i o u s  k i n d s  of  
e m b e d d e d  f i n i t e  c l a u s e s ,  r e l a t i v e  or b e - d e l e t e d  
re la t ive  f ini te  clauses. 

2.2. LUTE-EJ  Pa r se r  Overview 

Af te r  morphologica l  a n a l y s i s  wi th  look ing  up  
words for an i n p u t  sentence  in the  d ic t ionary ,  an 
inpu t  sentence analys is  is begun from left to r igh t .  
Thus,  af ter  a verb has  been seen, i t  makes  progress to 
analyze a CLAUSE by r e fe r r ing  to the  case f rame 
corresponding to the verb,  as  each slot  in the  case 
frame is filled with an NP or an object of PP. A case 
slot  consists of three  elements:  one seman t i c  f i l le r  
condition slot and two syntact ic  and semant ic  m a r k e r  
s lots .  Here ,  a p r e p o s i t i o n  is d i r e c t l y  used  as  a 
s y n t a c t i c  m a r k e r .  F u r t h e r m o r e ,  f o u r  p s e u d o  
m a r k e r s ,  ~subject", "object", ~indirect-object"  and  
~complement", are  used. As a semant ic  marker ,  a so- 
called deep case is used (now, 41 ready  for this  case 
s y s t e m ) .  T h e n ,  L U T E - E J  P a r s e r  e x t r a c t s  t h e  
s e m a n t i c  s t r u c t u r e  i m p l i e d  in a s e n t e n c e  (S or  
CLAUSE) as  an event  or s ta te  ins tance created from 
a case frame, which is a class or a prototype.  An NP is 
parsed by the ATNG-based ana lys i s  in order to decide 
a case slot  f i l ler  {now, 81 nodes on this  ATNG). 

Next ,  the  r eason  why  the  case  a n a l y s i s  a n d  
ATNG-based  ana lys i s  are merged will  be s ta ted .  I t  
has  two ma in  points. 

One p o i n t  is  a b o u t  t he  d e p t h  of  e m b e d d e d  
structures.  For  example ,  the  i nves t iga t ion  on the  
degree  of a CLAUSE complex i ty  r e s u l t e d  in the  
necessi ty to handle  a high degree of complexi ty with 
efficiency. The NMP st ructure  is also more complex. 
In  p a r t i c u l a r ,  e m b e d d e d  VPs  or A D J P H s  a p p e a r  
r e c u r s i v e l y .  There fo re ,  a r e c u r s i v e  p r o c e s s  for  
ana lyz ing  NP is needed. 

The o the r  po in t  is  abou t  the  r e p r e s e n t a t i o n  of 
g r a m m a t i c a l  s t r u c t u r e s .  G r a m m a r  d e s c r i p t i o n s  
should be easy to read  and write.  Representa t ions  by 
us ing  case f rames make  ru les  of any  k ind  for NMP 
very  simple,  descr ibing no NMP contents.  

In  o rde r  to dea l  w i th  t h e  a b o v e  two p o i n t s ,  
c o m b i n i n g  the  case  a n a l y s i s  w i t h  A T N G - b a s e d  
a n a l y s i s  s o l v e s  t h o s e  p r o b l e m s .  V e r b a l  
NMP(VTYPE-NMP)s  are  d e a l t  w i th  by  r e e u r s i v e  
case-analyzing 

2.3. Structured Constituent Buffer 

As mentioned above, syntactic and semantic 
structures are basically derived from a sentence by 
analyzing a CLAUSE. Analysis control depends on 

t he  case  f r a m e ,  w h e n  the  v e r b  h a s  b e e n  j u s t  
appear ing  in a CLAUSE. However  unt i l  seeing the 
verb,  all  of the  phrases ,  which m a y  be noun phrases  
with embedded clauses, PPs  or ADVs before the verb,  
mus t  be he ld  in cer ta in  regis ters  or buffers. 

Here ,  a new buffer ,  S T R u c t u r e d  C O N s t i t u e n t  
B u f f e r ( S T R C O N B ) ,  is  i n t r o d u c e d  to ho ld  t h e s e  
p h r a s e s .  T h i s  b u f f e r  h a s  s u r f a c e  c o n s t i t u e n t s  
s t ructure,  and consists of specific slots. There  are  two 
slot  types .  One is a r e g i s t e r  to con t ro l  E n g l i s h  
a n a l y s i s  and  the  o t h e r  is  a buf fe r  to hold  some 
ment ioned-above consti tuents .  The f irst  type has  two 
slots ; one is s imi la r  to a b lackboard  and regis ters  the  
names  of unfil led-slots.  The other  s tacks the  names  
of fi l led-slots in order  of ph ra se  a ppe a ra nc e  and is 
used for back t r ack ing  in the  analysis .  The second slot 
type involves several  k inds  of procedures.  One of the 
m a i n  p r o c e d u r e s ,  ~ g e t p h r a s e " ,  e x t r a c t s  s o m e  
candidates  for the  slot f i l ler  from the lef t  s ide of a 
CLAUSE. I t  fi l ls the  slot wi th  these candidates .  This  
procedure t akes  one a rgument ,  which is a cons t i tuent  
marker ,  ~preposi t ional-phrase",  ~noun-phrase" and so 
on (in practice,  us ing  each abbreviat ion) .  

Fo r  e x a m p l e ,  when  the  fo l lowing  sen t ence  is 
given, the eva lua t ion  for ~(getphrase 'preph)"in LISP 
r e t u r n s  one  s y m b o l  g e n e r a t e d  for  t h e  h e a d  
preposi t ional  phrase ,  ~ n  the machine  language" ,  and 
de te rmines  the  slot  filler.  

(sl)  '~In the  ma c h ine  l a n g u a g e  each  bas i c  
machine  operat ion is represented  by the 
numer i ca l  code t h a t  invokes  i t  in the  
computer,  and  ..... " 

However,  if  the  a rgumen t  is ~verb", th is  procedure 
only tel ls  t ha t  the top word of unprocessed CLAUSE 
is a verb. At  tha t  moment ,  the process of f i l l ing with 
slots in STRCONB ends. Then case analysis starts. 

2.4. CLAUSE Analysis 

After seeing a verb in a CLAUSE, that is, filling 
the verb slot in the STRCONB, the case analysis 
starts. When the parser control moves on the case 
frame, the analyzer falls to work in order to fill the 
first case slot, which is generally one for the 
constituent SUBJECT and for the case AGENT or 
INSTRUMENT, etc. in the semantic structure. This 
first slot is special, because the filler has already been 
predicted in the slot for SUBJECT in STRCONB. 
Therfore, the predicted phrase is tested to determine 
whether or not it satisfies the semantic condition of 
the first case slot. If it is good, the slot is filled with it 
as a case instance. The parser control moves to the 
next case slot and a candidate phrase for it is 
extracted from the remainder of the input sentence by 
invoking the function ~getphrase" with NP- 
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a r g u m e n t .  Th i s  s lot  is u s u a l l y  O B J E C T ,  or 
obligatory prepositional phrase name if the verb is 
intransitive. Furthermore, the control moves to the 
next case slot to fill i t , i f  the case frame has more 
slots, all of which are obligatory case slots. They are 
described in a m e a n i n g  slot  (whose v a l u e  is a 
meaning frame) in a case frame, while optional case 
slots are united in a special frame. 

The process to fill the case slots is continuing until 
the end of the case frame. Then, more than one 
candidate for a case s t ructure  may  be extracted.  
More than one for an NP extracted by "getphrase"  
gives many case structures, because of the difference 
in input remainders. 

Next, recusive parsing will be ment ioned .  In 
analyzing embedded clauses,  which are VTYPE- 
NMPs. CLAUSE analysis  also gets in use of NPs 
parsing. It is supported with a new STRCONB. The 
procedure to call NP analysis is described in the next 
section. The conceptual  d i a g r a m  for L U T E - E J  
analysis as a recusive CLAUSE is shown in Fig.1. 

STRUCTURED-CONSTITUENT-BUFFER 

l <*sub ..... > 
l 

L--. Case Analysis ! ] 

*case-frame* 
<*agent> 
<*object> 
<*recipient > 

STRUCTURED-CONSTITUENT-BUFFER • 

L.._ Case Analysis [ 

*case-frame* 

<*agent> J 
I <*object> I 

__~ STRUCTU~D-CONSTITUZNT-BUFFER I 

~ Case Analysis [ ] 

Fig.1 Conceptual Diagram of LUTE-EJ Analysis 

analysis of 

i NOUN Phrase 

ATNG-based analysis 

process 

(embedded clause, 
noun clause 

I. I 

2.5. NP Analysis 

An N'P structure is basically described as the rule 
(R4). In this paper, NHD structure and the analysis 
for it  are omi t t ed .  NMP is a n o t h e r  ma in  NP 
constituent and will be explained here. 

NM:P is described in the following form. 
(R5) < NMP > : : = 

<PP> i <PResent-Participle-PHrase> / 
<PaSt-Participle-PH > / <ADJective-PH> / 
<INFinitive-PH > / <RELative-PH > / 
<CARDINAL> <UNIT> <ADJ> 

If an NMP is represented by any kind of VP or 
ADJ-PH, it is described in a case structure by using a 
case frame. That is, VTYPE-NMPs are parsed in the 
same way as CLAUSEs. However, a VTYPE-NMP 
has one (or more) structural missing element (a hole) 
compared with  a CLAUSE.  T h e r e f o r e ,  
complementing them is needed by restoring a reduced 
form to the complete CLAUSE. Extending "HOLD'- 

manipulation in ATN makes it possible. This 
extension deals with not only relative clauses but also 
VTYPE-NMPs. That is, the phrases with a "whiz- 
deletion" in Transformational Grammar can be 
treated. ADJ-PHs can also be treated. For example, 
the following phrase is discussed. 

(s2) '~I know an actor suitable for the part." 

In the above case, the deletion of the words, "who is", 
results in the complete sentence be ing  the above 
representation. The extending HOLD-mm~ipulation 
holds the antecedent of a CLAUSE with a VTYPE- 
NMP. Calling the case analysis recursively, the 
VTYPE-NMP is parsed by it. Each VTYPE-NMP has 
a specific type, PRP-PH, PSP-PH, INF-PH or ADJ- 
PH. Each of them looks for an antecedent, as the 
object or the subject: so that each is treated according 
to the procedure to decide the role of the antecedent 
and the omitting grammatical relation. Therefore, it 
is necessary to introduce one "context" representing 
VTYPE-NMP. The present extension demands the 
context with the antecedent and calls the case 
analysis. 

The following structured representation describes 
a NOUN, as stated above. 
(NOUN 

(*TYPE ($value (instance))) 
(*CATEGORY ($value Csemantic-category'))} 
(*SELF ($value ("entry-name'))) 
(*POS ($value (noun))) 
(*MEANING ($value ("each-meaning-frame-list"))) 
(*NUMBER ($value ("singular-or-plural"))) 
(*MODIFIERS ($value CNHD-or-NMP-instance-list"))) 
(*MODIFYING ($value Cmodificand"))) 
(*APPOSITION($value (" appositional-phrase-instance"))) 
(*PRE ($value Cprepositional-phrase-instance"))) 
(*COORD ($value ("coordinate-phrase")))) 

Each word with prefix "*" describes a slot name such 
as a case frame has. H o w e v e r  m a n y  s lots  are  
prepared for holding pointers to represent a syntactic 
structure of an NP. The value for VTYPE-NMPs 
*MODIFIERS is a pair  of V T Y PE -N M Ps  and an 
individual  verbal  symbol, for example,  " (PRP-PH 
verb*l)". 
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Complementing NP's structure, an appositional 
structure is introduced. It is described in 
*APPOSITION-slot and treated in the same way as 
NMPs. Those phrases are discriminated from 
another NMP by a pair of a delimiter ~," and a phrase 
terminal symbol, or, in particular, by proper nouns. 

A Coordinate conjunction is another important 
structure for an NP. There are three kinds of 
coordinates in the present NP rule. The first is 
between NPs, the second is NHDs, and the third is 
NMPs. The NP representa t ion  with tha t  conjunction 
is described by an ind iv idua l  coordinate  s t ruc ture .  
Tha t  is, the conjunction looks l ike a predicate with 
any  NPs  as  p a r a m e t e r s ,  for e x a m p l e ,  (and NP1 
NP2 ..... NPi). Therfore, the coordinate s t ructure  has  
"*COORDINATE-OBJECTS" and "*OBJ-CAT'" slot, 
each  of wh ich  is f i l l e d  w i th  a n y  i n s t a n c i a t e d  
N P / N H D / N M P  s y m b o l  or any  c o o r d i n a t e  t y p e ,  
respect ively.  

Some l ingu i s t i c  heur i s t i c s  are  needed to pa r se  
NPs, along with ex t r ac t i ng  as  few inadequa t e  NP 
s t r u c t u r e s  as  pos s ib l e .  S e v e r a l  h e u r i s t i c s  a r e  
introduced into LUTE-EJ  parser .  They are shown as 
follows. 

(1) Heur is t ics  for a compound NP 
"Getphrase"  function va lue  for an NP is the l is t  of 

c a n d i d a t e s  for an a d e q u a t e  NP s t r u c t u r e .  The  
function f irst  extracts  the longest  NP candidate  from 
an input.  In this  analys is ,  i t s  end word is separa ted  
from the r ema inde r  of the  i npu t  by some heurist ics,  

(a) The top word in the  r e m a i n d e r  is  a pe r sona l  
pronoun. 
(b) Its end word has  a p lura l  form. 
(c) I ts  top is a determiner .  

These  h e u r i s t i c s  p r e v e n t  the  v a l u e  from h a v i n g  
abundan t  non-semant ica l  s tructures.  

(2) I-Ieuristics by us ing contexts 
When NP ana lys i s  is called when f i l l ing  a case 

slot, the case-marker ' s  va lue  for i t  is del ivered to N'P 
a n a l y s i s .  Th i s  v a l u e  is  c a l l e d  " s y n t a c t i c  loca l  
context". I t  is useful  in reject ing pronouns, which are 
ung r smmat i ca l l y  inflected, by tes t ing the agreement  
wi th  the syntact ic  local context  and the subject or the 
object .  A n o t h e r  con tex t  u s a g e  is shown  be low.  
A s s u m e  t h a t  a p h r a s e  c o n t a i n i n g  a c o o r d i n a t e  
conjunction '~and", for example,  is in a context which 
is an object or a complement,  and the word next  to the 
con junc t ion  is a p r o n o u n .  I f  t he  p r o n o u n  is a 
subjective case, the conjunction is de termined to be 
one between CLAUSEs.  To the contrary,  the pronoun 
be ing  a objective case determines  the conjunction to 
connect an NP with it. 

(3) Apposit ion 

Many va r ious  k inds  of appos i t ions  are  used in 
texts. Most of them are shown by N. Sager  [80]. The 
preceding apposi t ional  s t ruc tures  a re  used. 

3. LUTE-EJ  Parse r  Meri ts  

3.1. A Mer i t  of Us ing  Case Analys i s  

In two sentences,  each having  different  syntact ic  
s tructures,  there  is a problem involved in ident i fying 
each case by ext rac t ing  semant ic  re la t ions  between a 
p r e d i c a t e  and a r g u m e n t s  (NPs ,  or N P s  h a v i n g  
preposi t ional  marks) .  LUTE-EJ  case a n a l y s i s  has  
solved this  problem by in t roducing a new case slot  
with three  components (Section 2.2.). For  case frames 
in L U T E - E J  a n a l y s i s  c o n t a i n i n g  the  s lo t s ,  an  
analys is  resul t  has two f ea tu re s  a t  the same t ime.  
One is a surface syntact ic  s t ructure  and the other  is a 
semant ic  s t ruc ture  in two slots. Therefore, many  case 
frames are prepared  according to predicate meanings  
and case frames are  prepared according to predicate 
meanings and syntactic sentence patterns, depending 
on one predicate (verb). 

An analysis example is shown for the same 
semantic structure, according to which there are 
three different syntactic structures. These three 
sentences are as follow (from Marcus [80] ). 

(s3) "The judge presented the prize to the boy." 
(s4) ~The judge presented the boy with the prize." 
(s5) "The judge presented the boy the prize." 

Three individual structures are obtained for each 
sentence and their meaning equivalence for each slot 
is proved by matching the fillers of case-instances and 
by doing the same for case-names. 

Incidentally, a sentence containing another 
meaning of "present" is as follows. It means "to show 
or to offer to the sight", for example, in a sentence, 

(s6) ~l~ney presented the tickets at the gate." 
In this case, the "present" frame must prepare the 
obligatory "at" case slot. 

3.2. An Effect of Combining Case Analysis with 
ATNG-based Analysis 

The next section shows one application of the 
LUTE-EJ parser, which is a machine translation 
system. So, taking the translated sample sentence in 
Section 4., effective points in parsing are shown in 
this section. The sample sentence is as follows. 

(s7) ~In the higher-level progrsmming languages 
the instructions are complex statements, each 
equivalent to several machine-language 
instructions, and they refer to memory 
locations by names called variables." 

One point is NMP analysis method by recursive 
calling for case frame analysis. In the example, two 
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NMP phrases are seen. 
(a) The phrase which is an adjective phrase and 

modifies "each", appositive 
to the preceding "statements",  

(b) The phrase which is a past  part iciple phrase 
and modifies "names". 
These phrases are analyzed in the same case frame 
a n a l y s i s ,  excep t  for the  p h r a s e  d e l e t i o n  t y p e s  
(depending on VTYPE-NMP) appear ing in them. The 
deleted phrases are the subject par t  and the object 
par t  respectively. Judging  from the point of a parsing 
m e c h a n i s m ,  e x t e n d e d  H O L D - m a n i p u l a t i o n  
t ransports  the deleted phrases, "each" and "names", 
with the contexts to the case frame analysis.  

The other point is to hold undecided case elements 
in STRCONB. The head PP and the subject in the 
sentences, for example, are buffering unti l  seeing the 
main verb. 

4. An Application to Machine Translat ion 

One of the effective applications can be shown by 
c o n s i d e r i n g  the  N M P  a n a l y s i s  wi th  e m b e d d e d  
phrases. These NMPs are represented by instances of 
actions,  i.e. ind iv idua l  case f rames which may  be 
hav ing  an unfi l led case slot. App ly ing  LUTE-EJ  
parser  to an automatic  machine t ranslat ion system, 

there may be a l i t t le  problem in lacking the case slots 
informat ion.  The reason is because  the  l a c k i n g  
information can be thought  of as being indispensable 
for a semantic structure in one language,  for example 
a target  language Japanese,  in spite of having  them 
in another  languages,  for example a source language  
English. The problem is the  difference in how to 
modify a head noun by an NMP or an embedded  
clause. 

In Japanese ,  a NOUN is often modif ied by an 
embedded clause in the following pat tern.  

"<predicate's arguments>* <predicate> NOUN" 
; * representing recursive applications 

Therefore, in Japanese,  an NMP phrase represented 
by a case frame corresponds to an embedded clause 
and the  ve rb  of the  f r ame  c o r r e s p o n d s  to t he  
predicate. 

A t ransla t ion example is shown in Fig.2. 
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Fig. 2 An Example of LUTE Translat ion Results on the Display 
(from EngLish to Japanese)  
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