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Message from the Tutorial Chairs

This volume contains the abstracts of the ACL 2018 tutorials. Tutorials were selected from 49
submissions to a joint call, which was coordinated with NAACL, COLING, and EMNLP. From these
submissions, eight half-day tutorials were selected for ACL, on the criteria of quality, relevance, interest,
and balance. We thank Mausam for coordinating this process across all four conferences, and we wish
to acknowledge support from the publications chairs Kevin Gimpel, Shay Cohen, and Wei Lu (ACL
publications chairs) and Jey Han Lau and Trevor Cohn (ACL handbook chairs), as well as Stephanie
Lukin (NAACL publications co-chair). Most importantly, we thank the tutorial presenters for their
contributions, which we hope that you will enjoy.

ACL 2018 Tutorial Chairs
Yoav Artzi, Cornell University
Jacob Eisenstein, Georgia Institute of Technology
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100 Things You Always Wanted to Know about Semantics & Pragmatics
But Were Afraid to Ask*

Emily M. Bender
University of Washington
Department of Linguistics

Box 3542425
Seattle WA 98195-2425 USA
ebenderfuw.edu

1 Tutorial overview

Meaning is a fundamental concept in Natural Lan-
guage Processing (NLP), given its aim to build
systems that mean what they say to you, and un-
derstand what you say to them. In order for NLP
to scale beyond partial, task-specific solutions, it
must be informed by what is known about how
humans use language to express and understand
communicative intents. The purpose of this tuto-
rial is to present a selection of useful information
about semantics and pragmatics, as understood in
linguistics, in a way that’s accessible to and useful
for NLP practitioners with minimal (or even no)
prior training in linguistics.

The tutorial will look at both aspects of meaning
tied to the linguistic signal (sentence meaning), in-
cluding how it is tied to syntactic structure, and as-
pects of meaning in situated language use (speaker
meaning). For the most part, the points will be
illustrated with English examples, but to the ex-
tent possible I will bring in a typological perspec-
tive to foster an understanding of to what extent
phenomena are crosslinguistically variable and to
highlight semantic phenomena that are not present
in English.

The tutorial will briefly cover the following six
topics:

1. Introduction: What is meaning? What is the
difference between speaker meaning and sen-
tence meaning? How do they relate to the
tasks of interest to participants?

2. Lexical semantics: What do words mean?
What kind of formally precise devices allow
for compact representations and tractable in-
ference with word meanings? How are those
meanings related to each other? How do
those meanings change over time?

*..for fear of being told 1000 more
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3. Semantics of phrases: How do we build the
meaning of the phrase from the meaning of
the parts? How should one tackle (pos-
sibly partially) non-compositional elements
like multi-word expressions?

4. Meaning beyond the sentence: How do sen-
tences in discourse relate to each other? How
do we connect referring expressions with the
same referents?

5. Presupposition and implicature: What are
presuppositions and implicatures? What lin-
guistic expressions introduce presuppositions
and how do they interact in larger structures?
How do we calculate implicatures?

6. Resources: What linguistic resources have
been built to assist with semantic processing?

2 Instructor

Emily M. Bender is a Professor in the Department
of Linguistics and Adjunct Professor in the Paul
G. Allen School of Computer Science & Engi-
neering at the University of Washington. She is
also the past chair (2016-2017) of NAACL. Her
research interests lie in multilingual grammar en-
gineering, computational semantics, and the incor-
poration of linguistic knowledge in natural lan-
guage processing. She is the PI of the Grammar
Matrix grammar customization system, which is
developed in the context of the DELPH-IN Con-
sortium (Deep Linguistic Processing with HPSG
Initiative). More generally, she is interested in the
intersection of linguistics and computational lin-
guistics, from both directions: bringing computa-
tional methodologies to linguistic science and lin-
guistic science to natural language processing.
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Neural Approaches to Conversational Al

Jianfeng Gao
Microsoft Al & Research

Redmond, WA, USA
jfgao@microsoft.com

Abstract

This tutorial surveys neural approaches
to conversational Al that were developed
in the last few years. We group con-
versational systems into three categories:
(1) question answering agents, (2) task-
oriented dialogue agents, and (3) social
bots. For each category, we present
a review of state-of-the-art neural ap-
proaches, draw the connection between
neural approaches and traditional sym-
bolic approaches, and discuss the progress
we have made and challenges we are fac-
ing, using specific systems and models as
case studies.

1 Motivation and objectives

Developing an intelligent dialogue system that not
only emulates human conversation, but also can
answer questions of topics ranging from latest
news of a movie star to Einstein’s theory of rela-
tivity, and fulfill complex tasks such as travel plan-
ning, has been one of the longest running goals in
Al The goal remains elusive until recently when
we started observing promising results in both
the research community and industry as the large
amount of conversation data is available for train-
ing and the breakthroughs in deep learning (DL)
and reinforcement learning (RL) are applied to
conversational Al

This tutorial presents a review of state of the art
neural approaches to conversational Al that were
developed in the last few years, draws the con-
nection between neural approaches and traditional
symbolic approaches, and discusses the progress
we have made and challenges we are facing, using
specific systems and models as case studies.

This tutorial is a valuable resource for students,
researchers, and the software developers, provid-

Michel Galley
Microsoft AI & Research
Redmond, WA, USA
mgalley@acm.org
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Lihong Li
Google Inc.
Kirkland, WA, USA
lihong@google.com

ing a detailed presentation of the important ideas
and insights needed to understand and create mod-
ern dialogue agents that are instrumental to mak-
ing the world knowledge and services accessible
to millions of users in the most natural way.

2 The tutorial

In this tutorial, we start with a brief introduction
to the recent progress on DL and RL that is re-
lated to natural language processing (NLP), infor-
mation retrieval (IR) and conversational Al. Then,
we describe in detail the state-of-the-art neural ap-
proaches developed for three types of dialogue
systems. The first is a question answering (QA)
agent. Equipped with rich knowledge drawn from
various data sources including Web documents
and pre-complied knowledge graphs (KG’s), the
QA agent can provide concise direct answers to
user queries. The second is a task-oriented dia-
logue system that can help users accomplish tasks
ranging from meeting scheduling to vacation plan-
ning. The third is a social chat bot which can con-
verse seamlessly and appropriately with humans,
and often plays roles of a chat companion and a
recommender. In the final part of the tutorial, we
review attempts to developing open-domain con-
versational Al systems that combine the strengths
of different types of dialogue systems.

2.1 A Unified View: Dialogue as Optimal
Decision Making

The example dialogue presented in Table 1 can be
formulated as a sequential decision making pro-
cess. It has a natural hierarchy: a top-level process
selects what agent to activate for a particular sub-
task (e.g., answer a question, schedule a meeting,
give a recommendation or just have a chat etc.),
and a low level process, perform by the selected
agent, chooses primitive actions to complete the
subtask.

Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics-Tutorial Abstracts, pages 2—7
Melbourne, Australia, July 15 - 20, 2018. (©)2018 Association for Computational Linguistics



usr: Where are sales lagging behind our forecast?
agt: The worst region is [country], where sales are 15% below projections.

usr: Do you know why?

agt: The forecast for [product] growth was overly optimistic.

usr: How can we turn this around?

agt: per our CRM model.

Here are the 10 customers in [country] with the most growth potential,

usr: Can you set up a meeting with the CTO of [company]?
Yes, I've set up a meeting with [person name] for next month when you are

agr: iy [location].

usr: Thanks.

Table 1: A human-agent dialogue during a process of making a business decision. (usr: user, agt: agent)

Such hierarchical decision making processes
can be formulated in the mathematical frame-
work of options over Markov Decision Processes
(MDPs) (Sutton et al., 1999), where options gen-
eralize primitive actions to higher-level actions.
This is an extension to the traditional MDP set-
ting where an agent can only choose a primitive
action at each time step, with options the agent
can choose a multi-step action which for example
could be a sequence of primitive actions for com-
pleting a subtask.

If we view each option as an action, both top-
level and low-level processes can be naturally
mapped to the reinforcement learning (RL) frame-
work as follows. The dialogue agent navigates a
MDP, interacting with its environment over a se-
quence of discrete steps. At step, the agent ob-
serves the current state, and chooses an action a
according to a policy. The agent then receives re-
ward and observe a new state, continuing the cycle
until the episode terminates. The goal of dialogue
learning is to find optimal policies to maximize ex-
pected rewards. Table 2 summarizes all dialogue
agents using a unified view of RL.

Although RL provides a unified machine learn-
ing (ML) framework for building dialogue agents,
applying RL requires training a dialogue agent
by interacting with real users, which can be very
expensive for many domains. Thus, in practice
we often use RL together with supervised learn-
ing especially in the cases where there is a large
amount of human-human conversational data. In
the rest of the tutorial, we will survey these ML
approaches.

2.2 Question Answering and Machine
Reading Comprehension

Recent years have witnessed an increasing de-
mand for question answering (QA) dialogue
agents that allow users to query large scale knowl-
edge bases (KB) or document collections via nat-

ural language. The former is known as KB-QA
agents and the latter text-QA agents. KB-QA
agents are superior to traditional SQL-like systems
in that users can query a KB interactively without
composing complicated SQL-like queries. Text-
QA agents are superior to traditional search en-
gines, such as Bing and Google, in that they pro-
vide concise direct answers to user queries.

In this part, we start with a review of tradi-
tional symbolic approaches to KB-QA based on
semantic parsing. We show that a symbolic system
is hard to scale because the keyword-matching-
based inference used by the system is inefficient
for a big KB, and is not robust to paraphrasing. To
address these issues, neural approaches are devel-
oped to represent queries and KB using continuous
semantic vectors so that the inference can be per-
formed at the semantic level in a compacted neu-
ral space. We use ReasoNet with shared memory
(Shen et al., 2017) as an example to illustrate the
implementation details. We also review different
dialogue policies for multi-turn KB-QA agents.

We then discuss neural text-QA agents. The
heart of such systems is a neural Machine Read-
ing Comprehension (MRC) model that generates
an answer to an input query based on a set of pas-
sages. After reviewing popular MRC datasets, we
describe the technologies developed for state-of-
the-art MRC models in two dimensions: (1) the
methods of encoding query and passages as vec-
tors in a neural space, and (2) the methods of per-
forming inference in the neural space to generate
the answer.

We end this section by outlining our effort of
turning Microsoft Bing from a Web search engine
into an open-domain QA engine.

2.3 Task-Oriented Dialogue Systems

In this part, we first introduce the architecture of a
typical task-oriented dialogue system. It consists
of (1) a natural language understanding (NLU)
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Table 2: Reinforcement Learning for Dialogue.

module for identifying intents of user utterances;
(2) a state tracker for tracking conversation state;
(3) a dialogue policy which selects the next action
based on the current state; and (4) a natural lan-
guage generator (NLG) for converting the agent
action to a natural language response. While tra-
ditionally these modules are often implemented
and optimized individually using statistical mod-
els and/or hand-craft rules (Young et al., 2013; Tur
and De Mori, 2011), there is a growing interest in
applying deep learning and reinforcement learning
to automate the optimization of a dialogue system.

We describe state-of-the-art approaches in two
frontiers. The first is end-to-end (E2E) learning
where these modules are implemented using dif-
ferentiable models like neural networks, so that
they can be jointly optimized from user feedback
signals using backpropagation and RL. The sec-
ond is the use of advanced RL techniques to opti-
mize dialogue policies in more complex scenarios.
Examples include improved efficiency of explo-
ration for faster learning, and hierarchical problem
solving for composite-task dialogues where the re-
ward signal is particularly sparse. We review sev-
eral recent proposals, including the ones based on
Bayesian models, curiosity-driven strategy, hier-
archical reinforcement learning, adversarial learn-
ing, and the Dyna framework (Sutton, 1990; Peng
etal., 2018) to integrate planning and learning, etc.

We end this section by presenting a few exam-
ple task-oriented systems from some of the lead-
ing players in the industry, including Microsoft’s
Cortana, Amazon’s Alexa and Google’s Assistant.

2.4 Fully Data-Driven Conversation Models
and Social Bots

Social bots (also known as chatbots) are of grow-
ing importance in facilitating smooth interaction
between humans and their electronic devices. Re-
cently, researchers have begun to explore fully
data-driven generation of conversational responses
within the framework of neural machine transla-

tion (NMT) in the form of encoder-decoder or
seq2seq models (Sordoni et al., 2015; Vinyals and
Le, 2015; Serban et al., 2016). Such end-to-end
models have been particularly successful with so-
cial bot scenarios, as they require little interac-
tion with the user’s environment (no need for API
calls) and such models cope well with free-form
and open domain texts.

However, neural responses are often too gen-
eral to carry meaningful information, e.g., with the
common response “I don’t know” which can serve
as a reply to most user questions. A mutual in-
formation model is proposed by (Li et al., 2016a),
and is later improved by using deep reinforce-
ment learning (Li et al., 2016c¢). Furthermore, Li
et al.(Li et al., 2016b) presented a persona-based
model to address the issue of speaker consistency
in neural response generation.

Although task-oriented dialogue systems and
social bots are originally developed for different
purposes, there is a trend of combining both as
a step towards building an open-domain dialogue
agent. For example, on the one hand, (Ghazvinine-
jad et al., 2018) presented a fully data-driven and
knowledge-grounded neural conversation model
aimed at producing more contentful responses
without slot filling. On the other hand, Zhao et al.
(Zhao et al., 2017) proposed a task-oriented dia-
logue agent based on the encoder-decoder model
with chatting capability. These works represent
steps toward end-to-end dialogue systems that are
useful in scenarios beyond chitchat.

We end this section by presenting a few exam-
ples of chatbots that have been made available to
the public, including Microsoft’s Xiaolce, Replika
and Alexa Prize systems.

3 Contributions and related tutorials

Conversational AI, which aims to develop in-
telligent agents for QA, social chat and task-
completion, as presented in this tutorial, is a



rapidly growing field. Recently, there have been
related tutorial and survey papers on deep learn-
ing and dialogue systems. (Yih et al., 2015, 2016;
Gao, 2017) reviewed deep learning approaches to
a wide range of NLP and IR tasks, including dia-
logue. (Chen et al., 2017b) is a recent tutorial on
dialogue mainly focusing on task-oriented agents.
(Serban et al., 2015) gave a good survey of pub-
lic dialogue datasets that can used to develop dia-
logue agents. (Chen et al., 2017a) reviewed popu-
lar deep neural network models for dialogue, fo-
cusing only on supervised learning approaches.
This tutorial expands the scope of (Chen et al.,
2017a) and (Serban et al., 2015) by going beyond
data and supervised learning.
The contributions of this tutorial include:

1. We provide a comprehensive survey on neu-
ral approaches to conversational Al that were
developed in the last few years, covering QA,
task-oriented and social bots with a unified
view of optimal decision making.

2. We draw connections between modern neu-
ral approaches and traditional symbolic ap-
proaches, allowing us to better understand
why and how the research has been evolved
and shed light on how we move forward.

3. We present state-of-the-art approaches to
training dialogue agents using both super-
vised learning and reinforcement learning
methods.

4. We picture the landscape of conversational
systems developed in research communities
and released in industry, demonstrating via
case studies the progress we have made and
the challenges we are facing.

4 Format and detailed schedule

The tutorial consists of four parts. The detailed
schedule is as follows.

1. Part 1 (15 minutes): Introduction

e Who should attend this tutorial?
e Dialogue: what kinds of problem?

A unified view: dialogue as optimal de-
cision making

Machine learning basics

Deep learning leads to paradigm shift in
NLP

e Reinforcement learning

2. Part 2 (45 minutes): QA and MRC

The KB-QA task

Semantic parsing
Embedding-based KB-QA
Multi-turn KB-QA agents
Machine reading for Text-QA
Neural MRC models

e QA in Bing

3. Part 3 (50 minutes): Task-oriented dialogue

e Overview and architecture

e Review of traditional approaches

Natural language understanding and di-
alogue state tracking

Evaluation and user simulator

Neural approaches and E2E learning

RL for dialogue policy learning

o Task-oriented bots in industry

4. Part 4 (50 minutes): Fully data-driven con-
versation models and chatbots

e E2E neural conversation models, e.g.,
seq2seq, HRED, etc.

e Challenges and remedies

e Grounded conversation models
e Beyond supervised learning

e Data and evaluation

e Chatbots in public

e Future work: toward more goal-oriented
E2E conversational systems

5 About the presenters

Jianfeng Gao is Partner Research Manager at Mi-
crosoft Al and Research, Redmond. He leads the
development of Al systems for machine reading
comprehension, question answering, chitchat bots,
task-oriented dialogue, and business applications.
From 2014 to 2017, he was Partner Research Man-
ager and Principal Researcher at Deep Learning
Technology Center at Microsoft Research, Red-
mond, where he was leading the research on deep
learning for text and image processing. From
2006 to 2014, he was Researcher, Senior Re-
searcher, and Principal Researcher at Natural Lan-
guage Processing Group at Microsoft Research,
Redmond, where he worked on the Bing search



engine, improving its core relevance engine and
query spelling, understanding and reformulation
engines, MS ads relevance and prediction, and sta-
tistical machine translation. From 2005 to 2006,
he was a Research Lead in Natural Interactive Ser-
vices Division at Microsoft, where he worked on
Project X, an effort of developing natural user in-
terface for Windows. From 2000 to 2005, he was
Research Lead in Natural Language Computing
Group at Microsoft Research Asia, where he and
his colleagues developed the first Chinese speech
recognition system released with Microsoft Office,
the Chinese/Japanese Input Method Editors (IME)
which were the leading products in the market, and
the natural language platform for Microsoft Win-
dows.

Michel Galley is a Senior Researcher at Mi-
crosoft Research. His research interests are in
the areas of natural language processing and ma-
chine learning, with a particular focus on conver-
sational Al, text generation, and machine transla-
tion. From 2007 to 2010, he was a Postdoctoral
Scholar then Research Associate in the Computer
Science department at Stanford University, work-
ing primarily on Machine Translation. In 2007,
he obtained his Ph.D. from the Computer Science
department at Columbia University, with research
focusing on summarization, discourse, and dia-
logue. From 2003 to 2005, he did several intern-
ships at USC/ISI and Language Weaver on ma-
chine translation, which included work that won
several NIST MT competitions. From 2000-2001,
he did an 8-month internship and undergraduate
thesis work in the Spoken Dialog Systems group
at Bell Labs, working on generation for dialogue
systems.

Lihong Li is a Research Scientist at Google
Inc. He obtained a PhD degree in Computer Sci-
ence from Rutgers University, specializing in re-
inforcement learning theory and algorithms. Af-
ter that, he has held Researcher, Senior Re-
searcher, and Principal Researcher positions in Ya-
hoo! Research (2009-2012) and Microsoft Re-
search (2012-2017), before joining Google. His
main research interests are reinforcement learning
(in both Markov decision processes and contextual
bandits) and other related problems in Al (includ-
ing active leaning, online learning and large-scale
machine learning). His work has found applica-
tions in recommendation, advertising, Web search
and conversation systems, and has won best paper

awards at ICML, AISTATS and WSDM. In recent
years, he served as area chairs or senior program
committee members at AAAI, AISTATS, ICML,
IJCAI and NIPS. More information can be found
on his homepage: http://lihongli.github.io .
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Variational Inference and Deep Generative Models

Wilker Aziz
ILLC
University of Amsterdam
w.aziz@uva.nl

1 Tutorial Contents

Neural networks are taking NLP by storm. Yet
they are mostly applied to fully supervised tasks.
Many real-world NLP problems require unsuper-
vised or semi-supervised models, however, be-
cause annotated data is hard to obtain. This is
where generative models shine. Through the use
of latent variables they can be applied in miss-
ing data settings. Furthermore they can complete
missing entries in partially annotated data sets.
This tutorial is about how to use neural net-
works inside generative models, thus giving us
Deep Generative Models (DGMs). The training
method of choice for these models is variational
inference (VI). We start out by introducing VI on
a basic level. From there we turn to DGMs. We
justify them theoretically and give concrete advise
on how to implement them. For continuous latent
variables, we review the variational autoencoder
and use Gaussian reparametrisation to show how
to sample latent values from it. We then turn to
discrete latent variables for which no reparametri-
sation exists. Instead, we explain how to use the
score-function or REINFORCE gradient estima-
tor in those cases. We finish by explaining how
to combine continuous and discrete variables in
semi-supervised modelling problems.

2 Schedule

1. Introduction (20 minutes)

e Maximum likelihood learning
e Stochastic gradient estimates
e Unsupervised learning

2. Basics of Variational Inference (45 minutes)

e Review of posterior inference and in-
tractable marginal likelihoods

o NLP examples
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Philip Schulz
Amazon Research
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e Derivation of variational inference

e Mean field approximation
20 minutes break

3. DGMs with Continuous Latent Variables (45
minutes)

e Wake-sleep algorithm
e Variational autoencoder

o Gaussian reparametrisation

4. DGMs with Discrete Latent Variables (30
minutes)

e Latent factor model
e Why discrete variables cannot be

reparametrised

Score function gradient estimator

Comparison of reparametrisation and
score function estimators

e Semi-supervised learning
5. Q&A

3 About the Presenters

Wilker Aziz is a research associate at the Uni-
versity of Amsterdam (UvA) working on natu-
ral language processing problems such as ma-
chine translation, textual entailment, and para-
phrasing. His research interests include statisti-
cal learning, probabilistic models, and methods
for approximate inference. Before joining UvVA,
Wilker worked on exact sampling and optimisa-
tion for statistical machine translation at the Uni-
versity of Sheffield (UK) and at the University of
Wolverhampton (UK) where he obtained his PhD.
Wilker’s background is in Computer Engineering
which he studied at the Engineering School of the
University of Sdo Paulo (Brazil).
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Philip Schulz is an applied scientist at Amazon
Research. Before joining Amazon, Philip did his
PhD at the University of Amsterdam. During the
last months of his PhD trajectory, he visited the
University of Melbourne. Philip’s background is
in Linguistics which he studied at the University
of Tiibingen and UCL in London. These days, his
research interests revolve around statistical learn-
ing. He has worked on Bayesian graphical mod-
els for machine translation. More recently he has
extended this line of work towards deep genera-
tive models. More broadly, Philip is interested
in probabilistic modeling, approximate inference
methods and statistical theory.



Connecting Language and Vision to Actions

ACL 2018 Tutorial
Peter Anderson* Abhishek Das' Qi Wu*
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* Australian Centre for Robotic Vision

Abstract

A long-term goal of Al research is to
build intelligent agents that can see the
rich visual environment around us, com-
municate this understanding in natural lan-
guage to humans and other agents, and
act in a physical or embodied environ-
ment. To this end, recent advances at the
intersection of language and vision have
made incredible progress — from being
able to generate natural language descrip-
tions of images/videos, to answering ques-
tions about them, to even holding free-
form conversations about visual content!
However, while these agents can passively
describe images or answer (a sequence
of) questions about them, they cannot act
in the world (what if I cannot answer a
question from my current view, or I am
asked to move or manipulate something?).
Thus, the challenge now is to extend this
progress in language and vision to embod-
ied agents that take actions and actively in-
teract with their visual environments.

1 Tutorial Overview

This tutorial will provide an overview of the
growing number of multimodal tasks and datasets
that combine textual and visual understanding.
We will comprehensively review existing state-
of-the-art approaches to selected tasks such as
image captioning (Chen et al., 2015), visual
question answering (VQA) (Antol et al., 2015;
Goyal et al., 2017) and visual dialog (Das et al.,
2017a,b), presenting the key architectural building
blocks (such as co-attention (Lu et al., 2016)) and
novel algorithms (such as cooperative/adversarial
games (Das et al., 2017b)) used to train models
for these tasks. We will then discuss some of

abhishekdas.com
abhshkdz@gatech.edu

gi-wu.me

gl.wu0l@adelaide.edu.au

"Machine Learning and Perception Lab

the current and upcoming challenges of combin-
ing language, vision and actions, and introduce
some recently-released interactive 3D simulation
environments designed for this purpose (Anderson
et al., 2018b; Wu et al., 2018b; Das et al., 2018).
The goal of this tutorial is to provide a comprehen-
sive yet accessible overview of existing work and
to reduce the entry barrier for new researchers.

In detail, we will first review the building blocks
of the neural network architectures used for these
tasks, starting from variants of recurrent sequence-
to-sequence language models (Ilya Sutskever,
2014), applied to image captioning (Vinyals et al.,
2015), optionally with visual attentional mecha-
nisms (Bahdanau et al., 2015; Xu et al., 2015;
You et al., 2016; Anderson et al.,, 2018a). We
will then look at evaluation metrics for image cap-
tioning (Vedantam et al., 2015; Anderson et al.,
2016), before reviewing how these metrics can
be optimized directly using reinforcement learn-
ing (RL) (Williams, 1992; Rennie et al., 2017).

Next, on the topic of visual question answer-
ing, we will look at more sophisticated multi-
modal attention mechanisms, wherein the net-
work simultaneously attends to visual and tex-
tual features (Fukui et al., 2016; Lu et al., 2016).
We will see how to combine factual and com-
monsense reasoning from learnt memory repre-
sentations (Sukhbaatar et al., 2015) and external
knowledge bases (Wang et al., 2016; Wu et al.,
2016), and approaches that use the question to dy-
namically compose the answering neural network
from specialized modules (Andreas et al., 2016a,b;
Johnson et al., 2017a,b; Hu et al., 2017).

Following the success of adversarial learning
in visual recognition (Goodfellow et al., 2014),
it has recently been gaining momentum in lan-
guage modeling (Yu et al., 2016) and in multi-
modal tasks such as captioning (Dai et al., 2017)
and dialog (Wu et al., 2018a). Within visual dia-
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log, we will look at recent work that uses coopera-
tive multi-agent tasks as a proxy for training effec-
tive visual conversational models via RL (Kottur
et al., 2017; Das et al., 2017b).

Finally, as a move away from static datasets, we
will cover recent work on building active RL en-
vironments for language-vision tasks. Although
models that link vision, language and actions have
a rich history (Tellex et al., 2011; Paul et al,,
2016; Misra et al., 2017), we will focus primarily
on embodied 3D environments (Anderson et al.,
2018b; Wu et al., 2018b), considering tasks such
as visual navigation from natural language instruc-
tions (Anderson et al., 2018b), and question an-
swering (Das et al., 2018; Gordon et al., 2018).
We will position this work in context of related
simulators that also offer significant potential for
grounded language learning (Beattie et al., 2016;
Zhu et al., 2017). To finish, we will discuss
some of the challenges in developing agents for
these tasks, as they need to be able to combine
active perception, language grounding, common-
sense reasoning and appropriate long-term credit
assignment to succeed.

2 Structure

The following structure is based on an approxi-
mately 3 hour timeframe with a break.

1. Introduction (20 min)

(a) Language, vision and actions
(b) Overview of relevant tasks and datasets

i. Historical progression:
see — communicate — act

2. Image Captioning (30 min)

(a) Encoder-decoder for image captioning
(b) Visual attention mechanisms
i. Soft and hard visual attention
ii. Semantic attention
iii. Bottom-up and top-down attention
(c) Evaluation
i. CIDEr metric
ii. SPICE metric
(d) Reinforcement learning
i. Policy gradient optimization
ii. Self-critical sequence training

3. Visual Question Answering (VQA) (30 min)

(a) Basic VQA architecture
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(b) Multimodal pooling

1. Hierarchical co-attention

ii. Compact bilinear pooling (MCB)
(¢) Dynamic network composition

1. Neural module networks

ii. Dynamic memory networks
(d) Incorporating external knowledge

i. FVQA

ii. Ask me anything

BREAK

4. Visual Dialog (20 min)

(a) Task, datasets and evaluation metrics
(b) Architectures
i. Hierarchical RNNs
(c) Cooperative self-talk
(d) Adversarial learning

5. Static datasets — Active environments
(50 min)

(a) Interactive 3D datasets and simulators
i. DeepMind Lab
ii. AI2-THOR
SUNCG (House3D / MINOS /
HoME)
iv. Matterport3D (Matterport3D Simu-
lator / MINOS)
(b) Embodied vision-and-language tasks

iil.

i. Interactive Question Answering
ii. Embodied Question Answering
iii. Vision-and-Language Navigation

6. Future directions & conclusion (10 min)



3 Presenters

3.1 Peter Anderson

Peter Anderson is a final year PhD candidate in
Computer Science at the Australian National Uni-
versity, supervised by Dr Stephen Gould, and a re-
searcher within the Australian Centre for Robotic
Vision (ACRV). His PhD focuses on deep learn-
ing for visual understanding in natural language.
He was an integral member of the team that won
first place in the 2017 Visual Question Answer-
ing (VQA) challenge at CVPR, and he has made
several contributions in image captioning, includ-
ing achieving first place on the COCO leader-
board in July 2017. He has published at CVPR,
ECCV, EMNLP and ICRA, and spent time at nu-
merous universities and research labs including
Adelaide University, Macquarie University, and
Microsoft Research. His research is currently
focused on vision-and-language understanding in
complex 3D environments.

3.2 Abhishek Das

Abhishek Das is a Computer Science PhD stu-
dent at Georgia Institute of Technology, advised
by Dhruv Batra, and working closely with Devi
Parikh. He is interested in deep learning and its
applications in building agents that can see (com-
puter vision), think (reasoning and interpretabil-
ity), talk (language modeling) and act (reinforce-
ment learning). He is a recipient of an Adobe Re-
search Fellowship and a Snap Research Fellow-
ship. He has published at CVPR, ICCV, EMNLP,
HCOMP and CVIU, co-organized the NIPS 2017
workshop on Visually-Grounded Interaction and
Language, and has held visiting positions at Vir-
ginia Tech, Queensland Brain Institute and Face-
book AI Research. He graduated from Indian
Institute of Technology Roorkee in 2015 with a
Bachelor’s in Electrical Engineering.

3.3 Qi Wu

Dr. Qi Wu, is a research fellow in the Australia
Centre for Robotic Vision (ACRV) in the Univer-
sity of Adelaide. Before that, he was a postdoc
researcher in the Australia Centre for Visual Tech-
nologies (ACVT) in the University of Adelaide.
He obtained his PhD degree in 2015 and MSc de-
gree in 2011, in Computer Science from Univer-
sity of Bath, United Kingdom. His research inter-
ests are mainly in Computer Vision and Machine
Learning. Currently, he is working on the vision-
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to-language problem and he is especially an expert
in the area of Image Captioning and Visual Ques-
tion Answering (VQA). His attributes-based im-
age captioning model got first place on the COCO
Image Captioning Challenge Leader Board in the
October of 2015. He has published several papers
in prestigious conferences and journals, such as
TPAMI, CVPR, ICCV, ECCV, IJCAI and AAAL
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Beyond Multiword Expressions: Processing Idioms and Metaphors

Valia Kordoni
Humboldt-Universitidt zu Berlin (Germany)
kordonie@anglistik.hu-berlin.de

1 Introduction

Idioms and metaphors are characteristic to all ar-
eas of human activity and to all types of dis-
course. Their processing is a rapidly growing
area in NLP, since they have become a big chal-
lenge for NLP systems. Their omnipresence in
language has been established in a number of cor-
pus studies and the role they play in human rea-
soning has also been confirmed in psychological
experiments. This makes idioms and metaphors
an important research area for computational and
cognitive linguistics, and their automatic identi-
fication and interpretation indispensable for any
semantics-oriented NLP application.

This tutorial aims to provide attendees with a
clear notion of the linguistic characteristics of id-
ioms and metaphors, computational models of id-
ioms and metaphors using state-of-the-art NLP
techniques, their relevance for the intersection of
deep learning and natural language processing,
what methods and resources are available to sup-
port their use, and what more could be done in the
future. Our target audience are researchers and
practitioners in machine learning, parsing (syn-
tactic and semantic) and language technology, not
necessarily experts in idioms and metaphors, who
are interested in tasks that involve or could benefit
from considering idioms and metaphors as a per-
vasive phenomenon in human language and com-
munication.

This tutorial consists of four parts. Part I starts
with an introduction to MWEs and their linguis-
tic dimensions, that is, idiomaticity, syntactic and
semantic fixedness, specificity, etc., as well as
their statistical characteristics (variability, recur-
rence, association, etc.). The second half of this
part focuses on the specific characteristics of id-
ioms and metaphors (linguistic, conceptual and
extended metaphor).

Part II surveys systems for processing idioms
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and metaphors which incorporate state-of-the-art
NLP methods. The second half of this part is ded-
icated to resources for idioms and metaphors, as
well as evaluation.

Part III offers a thorough overview of how and
where research on idioms and metaphors can con-
tribute to the intersection of NLP and Deep Learn-
ing, particularly focusing on recent advances in the
computational treatment of MWEs in the frame-
work of Deep Learning.

Part IV of the tutorial concludes with concrete
examples of where idioms and metaphors treat-
ment can contribute to language technology appli-
cations such as sentiment analysis, educational ap-
plications, dialog systems and digital humanities.

2 Tutorial Outline
1. PART I — General overview:

(a) Introduction to MWEs: linguistic di-
mensions (idiomaticity, syntactic and
semantic fixedness, specificity, etc.) and
statistical dimensions (variability, recur-
rence, association, etc.)

(b) Linguistic characteristics of idioms

(c) Linguistic characteristics of metaphors
(linguistic, conceptual and extended
metaphor)

2. PART II - Systems for processing idioms and
metaphors, resources and evaluation

(a) Machine learning for idioms and

metaphors

(b) Generation of idioms and metaphors

(c) Multilingual processing and translation
of idioms and metaphors

(d) Annotation of idioms and metaphors in
corpora

(e) Idioms and metaphors in lexical re-
sources
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(f) Evaluation methodologies and frame-
works

3. PART III — At the intersection of Deep learn-
ing and NLP

(a) Beyond learning word vectors

(b) Recursive Neural Networks for parsing
idioms and metaphors

4. PART IV - Resources and applications:

(a) Idioms and metaphors in Language
Technology applications:  sentiment
analysis, educational applications, dia-
log systems and digital humanities

3 Tutorial Instructor

Valia Kordoni is a professor at Humboldt Univer-
sity Berlin (Deputy Chair for the subject area “En-
glish Linguistics”). She is a leader in EU-funded
research in Machine Translation, Computational
Semantics, and Machine Learning. She has or-
ganized conferences and workshops dedicated to
research on MWE:s, recently including the EACL
2014 10th Workshop on Multiword Expressions
(MWE 2014) in Gothenburg, Sweden, the NAACL
2015 11th Workshop on Multiword Expressions in
Denver, Colorado, and the ACL 2016 12th Work-
shop on Multiword Expressions in Berlin, Ger-
many, among others. She has been the Local Chair
of ACL 2016 - The 54th Annual Meeting of the
Association for Computational Linguistics which
took place at the Humboldt University Berlin in
August 2016. Recent activities of hers include a
tutorial on Robust Automated Natural Language
Processing with Multiword Expressions and Col-
locations in ACL 2013, as well as a tutorial on
Beyond Words: Deep Learning for Multiword Ex-
pressions and Collocations in ACL 2017. She is
the author of Multiword Expressions - From Lin-
guistic Analysis to Language Technology Applica-
tions (to appear, Springer).
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Neural Semantic Parsing

Matt Gardner®, Pradeep Dasigi®, Srinivasan Iyer*, Alane Suhr", Luke Zettlemoyer®
*University of Washington, ¢Carnegie Mellon University,
# Allen Institute for Artificial Intelligence, ¥ Cornell University

1 Introduction

Semantic parsers translate natural language utter-
ances into machine-executable logical forms or
programs, and are thus key components in nat-
ural language understanding systems. Semantic
parsing is a well-established research area, with
application in tasks such as question answering,
instruction following, voice assistants, and code
generation. In the last two years, the models used
for semantic parsing have changed dramatically,
with the introduction of neural methods that allow
us to rethink many of the previous assumptions un-
derlying semantic parsing.

Traditionally, the executable formalisms and
models used in semantic parsing research have
been heavily reliant on notions of formal seman-
tics in linguistics, such as A-calculus generated by
a CCG parser. However, recent work with neural
encoder-decoder semantic parsers allow for more
accessible formalisms, such as standard program-
ming languages, and NMT-style models that are
much more approachable to a broader NLP au-
dience. We will present an overview of modern
neural methods for semantic parsing and how they
have changed semantic parsing research.

2 Description

This tutorial will cover how the transition to neu-
ral encoder-decoder models has changed seman-
tic parsing research. We aim to both inform those
already interested in semantic parsing research of
new developments in the field, as well as introduce
the topic as an exciting research area to those who
are unfamiliar with it.

Current semantic parsing research uses
encoder-decoder models that are very similar
to machine translation systems. The key differ-
ence between these two fields is that semantic
parsing translates natural language into a formal
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language, while machine translation translates
natural language into a different natural language.
The formal language used in semantic parsing
research allows for constrained decoding, where
the model is constrained to only produce outputs
that are valid formal statements. We will describe
how this is done, and the various approaches
researchers have taken to model this constrained
decoding.

Encoder-decoder semantic parsing models also
allow us to drop our reliance on linguistic for-
malisms, and much recent work has explored re-
placing A-calculus and A-DCS with standard pro-
gramming languages like SQL, python, or java.
This has the promise of dramatically decreasing
annotation costs, allowing researchers to collect
much larger and more varied semantic parsing
datasets than have previously been available. In
our tutorial, we will describe recent efforts in this
direction and why programming languages are a
natural target for future semantic parsing research.

Neural models also allow representation of con-
tinuous, diverse, and less well-defined contexts
(e.g., photographs), with methods for representing
these contexts that generalize better to new envi-
ronments (e.g., they don’t necessarily require sym-
bolic representations of the environments). The
last section of our tutorial will cover recent work
on these more complex semantic parsing tasks.

Much of the content covered in this tutorial will
have corresponding implementations in the Al-
lenNLP toolkit for NLP research. We will provide
a brief overview at the end of the tutorial outlining
how to use this toolkit to get started with semantic
parsing research.

3 Outline

1. Introduction: This section will introduce the
theme of the tutorial: how neural encoder-
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decoder models have changed semantic pars-
ing research. We will briefly discuss the com-
plexity of prior systems, and how new models
can be seen as very similar to neural machine
translation models, with the addition of con-
strained decoding.

. Datasets: Before talking about modern
methods, we will spend some time discussing
what you can do with semantic parsing, and
which datasets and tasks are most exciting for
current research.

. Constrained Decoding: Current semantic
parsing models use an encoder-decoder ar-
chitecture with constrained decoding. This
section will first describe the basic encoder-
decoder architecture, then describe how con-
strained decoding works. There are many
ways to parameterize the decoder; we will
discuss a simple method in-depth, to give the
audience a detailed understanding of the ba-
sic model architecture, then describe several
other model structures and how they relate to
the simple architecture.

Break

. Semantic Parsing as Code Generation:
This section will discuss the choice of formal
languages used by semantic parsers, and de-
scribe why much recent work has chosen to
use standard programming languages instead
of more linguistically-motivated representa-
tions.

. Grounded and Context-Dependent Se-
mantic Parsing: This section will describe
a particularly challenging setting for seman-
tic parsing: where there is additional context
or interaction that the parser must take into
account when translating natural language to
formal language. Neural models provide a
natural way to include this context, and we
will give an overview of recent work in this
direction.

. Building Semantic Parsers with Al-
lenNLP: A brief demonstration of the tools
available in the AllenNLP toolkit for doing
semantic parsing research.

18

4 Instructors

Matt Gardner is a research scientist at the Allen
Institute for Artificial Intelligence. His research
focuses on question answering and semantic pars-
ing. He is the lead maintainer of the AllenNLP
toolkit and a host of the NLP Highlights podcast.
Pradeep Dasigi is a PhD student at the Lan-
guage Technologies Institute in Carnegie Mellon
University. His research interest lies in build-
ing knowledge-aware language understanding sys-
tems, with a recent focus on neural semantic pars-
ing.

Srinivasan Iyer is a graduate student in the Nat-
ural Language Processing group at the University
of Washington, Seattle. His main research area is
context dependent semantic parsing directly from
natural language to general purpose programming
source code. Other aspects of his research are
learning semantic parsers from massive online re-
sources and incorporating user feedback for model
improvement.

Alane Suhr is a PhD student in Computer Science
at Cornell University. Alane’s research interests
include developing machine learning methods for
understanding natural language grounded in com-
plex environments and interactions. She is a recip-
ient of an NSF Graduate Research Fellowship, the
Best Resource Paper award at ACL 2017, and an
Outstanding Paper Award at NAACL 2018.

Luke Zettlemoyer Luke Zettlemoyer is an As-
sociate Professor in the Paul G. Allen School of
Computer Science & Engineering at the Univer-
sity of Washington. He has a been doing research
in semantic parsing for many years, and recently
shifted to studying neural models for this problem.
Luke’s honors include multiple best paper awards,
a PECASE award, and an Allen Distinguished In-
vestigator award.
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Abstract

Many Natural Language Processing (NLP)
tasks (including generation, language ground-
ing, reasoning, information extraction, coref-
erence resolution, and dialog) can be formu-
lated as deep reinforcement learning (DRL)
problems. However, since language is often
discrete and the space for all sentences is in-
finite, there are many challenges for formulat-
ing reinforcement learning problems of NLP
tasks. In this tutorial, we provide a gentle in-
troduction to the foundation of deep reinforce-
ment learning, as well as some practical DRL
solutions in NLP. We describe recent advances
in designing deep reinforcement learning for
NLP, with a special focus on generation, di-
alogue, and information extraction. We dis-
cuss why they succeed, and when they may
fail, aiming at providing some practical advice
about deep reinforcement learning for solving
real-world NLP problems.

1 Tutorial Description

Deep Reinforcement Learning (DRL) (Mnih et al.,
2015) is an emerging research area that involves in-
telligent agents that learn to reason in Markov Deci-
sion Processes (MDP). Recently, DRL has achieved
many stunning breakthroughs in Atari games (Mnih
et al., 2013) and the Go game (Silver et al., 2016).
In addition, DRL methods have gained significantly
more attentions in NLP in recent years, because many
NLP tasks can be formulated as DRL problems that
involve incremental decision making. DRL methods
could easily combine embedding based representation
learning with reasoning, and optimize for a variety of
non-differentiable rewards. However, a key challenge
for applying deep reinforcement learning techniques to
real-world sized NLP problems is the model design is-
sue. This tutorial draws connections from theories of
deep reinforcement learning to practical applications in
NLP.

In particular, we start with the gentle introduction to
the fundamentals of reinforcement learning (Sutton and
Barto, 1998; Sutton et al., 2000). We further discuss
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their modern deep learning extensions such as Deep Q-
Networks (Mnih et al., 2015), Policy Networks (Sil-
ver et al., 2016), and Deep Hierarchical Reinforcement
Learning (Kulkarni et al., 2016). We outline the ap-
plications of deep reinforcement learning in NLP, in-
cluding dialog (Li et al., 2016), semi-supervised text
classification (Wu et al., 2018), coreference (Clark and
Manning, 2016; Yin et al., 2018), knowledge graph rea-
soning (Xiong et al., 2017), text games (Narasimhan
et al., 2015; He et al., 2016a), social media (He et al.,
2016b; Zhou and Wang, 2018), information extrac-
tion (Narasimhan et al., 2016; Qin et al., 2018), lan-
guage and vision (Pasunuru and Bansal, 2017; Misra
etal.,2017; Wang et al., 2018a,b,c; Xiong et al., 2018),
etc.

We further discuss several critical issues in DRL so-
lutions for NLP tasks, including (1) The efficient and
practical design of the action space, state space, and re-
ward functions; (2) The trade-off between exploration
and exploitation; and (3) The goal of incorporating lin-
guistic structures in DRL. To address the model design
issue, we discuss several recent solutions (He et al.,
2016b; Li et al., 2016; Xiong et al., 2017). We then
focus on a new case study of hierarchical deep rein-
forcement learning for video captioning (Wang et al.,
2018b), discussing the techniques of leveraging hierar-
chies in DRL for NLP generation problems. This tu-
torial aims at introducing deep reinforcement learning
methods to researchers in the NLP community. We do
not assume any particular prior knowledge in reinforce-
ment learning. The intended length of the tutorial is 3
hours, including a coffee break.

2  Outline

Representation Learning, Reasoning (Learning to
Search), and Scalability are three closely related re-
search subjects in Natural Language Processing. In
this tutorial, we touch the intersection of all the three
research subjects, covering various aspects of the the-
ories of modern deep reinforcement learning methods,
and show their successful applications in NLP. This tu-
torial is organized in three parts:

e Foundations of Deep Reinforcement Learn-
ing. First, we will provide a brief overview
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of reinforcement learning (RL), and discuss
the classic settings in RL. We describe clas-
sic methods such as Markov Decision Pro-
cesses, REINFORCE (Williams, 1992), and Q-
learning (Watkins, 1989). We introduce model-
free and model-based reinforcement learning ap-
proaches, and the widely used policy gradi-
ent methods. In this part, we also introduce
the modern renovation of deep reinforcement
learning (Mnih et al., 2015), with a focus on
games (Mnih et al., 2013; Silver et al., 2016).

Practical Deep Reinforcement Learning: Case
Studies in NLP Second, we will focus on the
designing practical DRL models for NLP tasks.
In particular, we will take the first deep rein-
forcement learning solution for dialogue (Li et al.,
2016) as a case study. We describe the main con-
tributions of this work: including its design of
the reward functions, and why they are necessary
for dialog. We then introduce the gigantic ac-
tion space issue for deep Q-learning in NLP (He
et al., 2016a,b), including several solutions. To
conclude this part, we discuss interesting applica-
tions of DRL in NLP, including information ex-
traction and reasoning.

Lessons Learned, Future Directions, and Prac-
tical Advices for DRL in NLP Third, we switch
from the theoretical presentations to an interactive
demonstration and discussion session: we aim at
providing an interactive session to transfer the the-
ories of DRL into practical insights. More specifi-
cally, we will discuss three important issues, in-
cluding problem formulation/model design, ex-
ploration vs. exploitation, and the integration of
linguistic structures in DRL. We will show case
a recent study (Wang et al., 2018b) that leverages
hierarchical deep reinforcement learning for lan-
guage and vision, and extend the discussion. Prac-
tical advice including programming advice will be
provided as a part of the demonstration.

3

The full content of this tutorial has not yet been pre-
sented elsewhere, but some parts of this tutorial has
also been presented at the following locations in recent
years:

History

1. “Deep Reinforcement Learning for Knowledge
Graph Reasoning”, William Wang, presented at
the IBM T. J. Watson Research Center, York-
town Heights, NY, Bloomberg, New York, NY
and Facebook, Menlo Park, CA, total attendance:
150.

. “Deep Learning and Continuous Representations
for NLP”, Wen-tau Yih, Xiaodong He, and Jian-
feng Gao. Tutorial at [JCAI 2016, New York City,
total attendance: 100.
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3. “Teaching a Machine to Converse”, Jiwei Li, pre-
sented at OSU, UC Berkeley, UCSB, Harbin Inst.
of Technology, total attendance: 500.

4 Information About the Presenters

William Wang is an Assistant Professor at the De-
partment of Computer Science, University of Cali-
fornia, Santa Barbara. He received his PhD from
School of Computer Science, Carnegie Mellon Uni-
versity. He focuses on information extraction and he
is the faculty author of DeepPath—the first deep re-
inforcement learning system for multi-hop reasoning.
He has published more than 50 papers at leading con-
ferences and journals including ACL, EMNLP, NAACL,
CVPR, COLING, IJCAIL, CIKM, ICWSM, SIGDIAL,
IJCNLP, INTERSPEECH, ICASSP, ASRU, SLT, Ma-
chine Learning, and Computer Speech & Language,
and he has received paper awards and honors from
CIKM, ASRU, and EMNLP. Website: http://www.
cs.ucsb.edu/~william/

Jiwei Li recently spent three years and received his
PhD in Computer Science from Stanford University.
His research interests are deep learning and dialogue.
He is the most prolific NLP/ML first author during
2012-2016, and the lead author of the first study in deep
reinforcement learning for dialogue generation. He is
the recipient of a Facebook Fellowship in 2015. Web-
site: https://web.stanford.edu/~jiweil/

Xiaodong He is the Deputy Managing Director of JD
Al Research and Head of the Deep learning, NLP
and Speech Lab, and a Technical Vice President of
JD.com. He is also an Affiliate Professor at the Uni-
versity of Washington (Seattle), serves in doctoral su-
pervisory committees. Before joining JD.com, He was
with Microsoft for about 15 years, served as Princi-
pal Researcher and Research Manager of the DLTC
at Microsoft Research, Redmond. His research inter-
ests are mainly in artificial intelligence areas includ-
ing deep learning, natural language, computer vision,
speech, information retrieval, and knowledge represen-
tation. He has published more than 100 papers in ACL,
EMNLP, NAACL, CVPR, SIGIR, WWW, CIKM, NIPS,
ICLR, ICASSP, Proc. IEEE, IEEE TASLP, IEEE SPM,
and other venues. He received several awards including
the Outstanding Paper Award at ACL 2015. Website:
http://air.jd.com/people2.html
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1 Overall

We live in a golden age of information, where
we have access to vast amount of data in vari-
ous forms: text, video and audio. Over the last
few years, one of the key task that has been stud-
ied in support of natural language understanding
and information extraction from text, is the task
of Entity Linking (previously studied as Wikifica-
tion). Entity Linking (henceforth, EL) (Bunescu
and Pasca, 2006; Cucerzan, 2007; Ratinov et al.,
2011) is the task of mapping mentions of entities
in a text document to an entry in a large catalog
of entities such as Wikipedia or another knowl-
edge base (KB). It has also been one of the major
tasks in the Knowledge-Base Population track at
the Text Analysis Conference (TAC) (McNamee
and Dang, 2009b; Ji and Grishman, 2011; Ji et al.,
2014). Most works in the literature have used
Wikipedia as this target catalog of entities because
of its wide coverage and its frequent updates made
by the community. The previous Entity Linking
tutorial in ACL 2014 (Roth et al., 2014) addressed
mostly EL research which have focused on En-
glish, the most prevalent language on the web and
the one with the largest Wikipedia datasets. How-
ever, in the last few years research has shifted to
address the EL task in other languages, some of
which have very large web presence, such as Span-
ish (Fahrni et al., 2013; Ji et al., 2014), and Chi-
nese (Cao et al., 2014; Shi et al., 2014) but also
in others. In particular, there has been interest
in cross-lingual EL (Tsai and Roth, 2016; Sil and
Florian, 2016): given a mention in a foreign lan-
guage document, map it to the corresponding page
in the English Wikipedia. Beyond the motivation
that drives the English EL task — knowledge ac-
quisition and information extraction — in the cross-
lingual case and especially when dealing with low
resource languages, the hope is to provide im-
proved natural language understanding capabili-
ties for the many languages for which we have
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few linguistic resources and annotation and no ma-
chine translation technology. The LoreHLT2016-
2017 evaluation! and TAC 2017 pilot evaluation
2 target really low-resource languages like North-
ern Sotho or Kikuyu which only have about 4000
Wikipedia pages (about 1/1000 the size of the En-
glish wikipedia).

The primary goals of this tutorial are to review
the framework of cross-lingual EL and motivate it
as a broad paradigm for the Information Extraction
task. We will start by discussing the traditional EL
techniques and metrics and address questions rel-
evant to the adequacy of these to across domains
and languages. We will then present more recent
approaches such as Neural EL, discuss the basic
building blocks of a state-of-the-art neural EL sys-
tem and analyze some of the current results on En-
glish EL. We will then proceed to Cross-lingual
EL and discuss methods that work across lan-
guages. In particular, we will discuss and compare
multiple methods that make use of multi-lingual
word embeddings. We will also present EL meth-
ods that work for both name tagging and linking
in very low resource languages. Finally, we will
discuss the uses of cross-lingual EL in a variety
of applications like search engines and commer-
cial product selling applications. Also, contrary to
the 2014 EL tutorial, we will also focus on Entity
Discovery which is an essential component of EL.

The tutorial will be useful for both senior and
junior researchers (in academia and industry) with
interests in cross-source information extraction
and linking, knowledge acquisition, and the use of
acquired knowledge in natural language process-
ing and information extraction. We will try to pro-
vide a concise road-map of recent approaches, per-
spectives, and results, as well as point to some of
our EL resources that are available to the research
community.

"https://lorehlt.nist.gov/
*http://nlp.cs.rpi.edu/kbp/2017/taskspec_pilot.pdf
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2 Brief Tutorial Outline
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We will motivate the general EL problem (for En-
glish) by teaching the general methods that in-
corporate distance measures (Ratinov et al., 2011;
Sil and Yates, 2013; Cheng and Roth, 2013). We
will then briefly discuss multi-lingual IE problems
and motivate cross-lingual EL (Ji et al., 2014; Sil
and Florian, 2016). Then we will motivate the
new trend of modeling distributional representa-
tions instead of distance.

Motivation and Overview [20 mins]

2.2 Key Challenges and Multi-lingual
Embeddings [20 mins]

We will present some key challenges daunting
high-performing traditional EL systems and can-
didate generation and transliteration (Tsai and
Roth, 2018) from a knowledge-base. We will also
present the models for traditional cross-lingual
EL (Sil and Florian, 2016; Tsai and Roth, 2016)
and discuss some of their challenges: matching
context between non-English documents with the
English Wikipedia. Recently, neural Entity Dis-
covery and Linking (henceforth, EDL) techniques
have combated some of these challenges. These
systems use multi-lingual embeddings which are
essential building blocks for these neural archi-
tectures. Hence, before diving into the archi-
tectures we will survey multi-lingual embedding
techniques (Mikolov et al., 2013c; Faruqui and
Dyer, 2014; Ammar et al., 2016) and which ones
work best for neural EL systems and motivate neu-
ral EL.

2.3 Neural Methods for EDL [30 mins]

Various shared tasks such as TAC-KBP, ACE
and CONLL, along with corpora like OntoNotes
and ERE have provided the community substan-
tial amount of annotations for both entity men-
tion extraction (1,500+ documents) and entity
linking (5,000+ query entities). Therefore su-
pervised models have become popular again for
each step of EDL. Among all of the super-
vised learning frameworks for mention extrac-
tion, the most popular one is a combined Deep
Neural Networks architecture consisted of Bi-
directional Long Short-Term Memory networks
(Bi-LSTM) (Graves et al., 2013) and CRFs (Lam-
ple et al., 2016). In TAC-KBP2017 many teams
trained this framework from the same training
data (KBP2015 and KBP2016 EDL corpora) and
the same set of features (word and entity embed-
dings), but got very different results. The men-
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tion extraction F-score gap between the best sys-
tem and the worst system is about 24%. We will
provide a systematic comparison and analysis on
reasons that cause this big gap. We will also in-
troduce techniques to make the framework more
robust to noise in low-resource settings.

We will then teach neural EL architectures
(Globerson et al., 2016; Gupta et al., 2017a; Sil
et al., 2018) that can tackle some of the challenges
of the traditional systems. Then we will proceed
to cross-lingual neural EL and survey the pipelines
that most of these EL systems employ: cross-
lingual NER and in-document coreference resolu-
tion. We will talk about how to model the con-
texts using various neural techniques like CNNss,
LSTMs etc. and how systems compute similar-
ity metrics of varying granularity (Francis-Landau
et al., 2016; Sil et al., 2018).

2.4 Coffee break: [30 minutes]

2.5 Language Universal Methods for
Cross-lingual EDL [30 mins]

We will then present some recent advances at de-
veloping low-cost approaches to perform cross-
lingual EL for 282 Wikipedia languages, such as
deriving silver-standard annotations by transfer-
ring annotations from English to other languages
through cross-lingual links and KB properties, re-
fining annotations through self-training and topic
selection, deriving language-specific morphology
features from anchor links, and mining word trans-
lation pairs from cross-lingual links (Pan et al.,
2017a). We will also introduce some recent exten-
sions along this line of work, including extending
the number of entity types from five to thousands,
and its impact on other NLP applications such as
Machine Translation.

2.6 Multiple Knowledge Bases [25 mins]

A task that is similar to multi-lingual EL in both
definition and approaches is domain-specific link-
ing of entities in documents based on a given set
of domains/corresponding knowledge repositories
(Gao and Cucerzan, 2017). This task is important
for applications such as the analysis and index-
ing of corporate document repositories, in which
many of the entities of interest are not part of
the general-knowledge but are rather company-
specific and may need to be kept private. Con-
flating such terminologies and knowledge into one
single knowledge model would be both daunt-
ing and undesirable. Thus, similarly to handling
multiple languages, a system built for multiple-



domain linking, has to model each domain sepa-
rately. We will discuss a multi-KB entity linking
framework that employs one general-knowledge
KB and a large set of domain-specific KBs as link-
ing targets that extends the work from (Cucerzan,
2007, 2014a), as well as a supervised model with
a large and diverse set of features to detect when a
domain-specific KB matches a document targeted
for entity analysis (Gao and Cucerzan, 2017).

2.7 New Tasks, Trends and Open Questions
[15 mins]

Here, we will address some of the new settings:
multi-lingual EL for search engines (Pappu et al.,
2017; Tan et al., 2017). We will discuss some open
questions such as improving the title candidate
generation process for situations where the corre-
sponding titles only exist in the English Wikipedia
and also investigate the topological structure of re-
lated languages and exploit cross-lingual knowl-
edge transfer to enhance the quality of extraction
and linking (Tsai and Roth, 2018). We will also
discuss EL for noisy data like social media (Meij
etal., 2012; Guo et al., 2013). Finally, we will dis-
cuss the possibilities of extending the ideas taught
in this EL tutorial to other multi-lingual IE tasks.

2.8 System Demos and Resources [10 mins]

Finally, we will show some demos of multi-lingual
EL systems from the industry and academia. We
will also provide pointers to resources, including
data sets and software.

3 Tutorial Instructors

e Name: Avirup Sil
Affiliation: IBM Research Al
Email: avi@us.ibm.com
Website: Avi’s Webpage
Avi is a Research Staff Member and the chair
of the NLP community at IBM Research Al
His research interests are in multi-lingual in-
formation extraction from large text collec-
tion (cross-lingual entity extraction, disam-
biguation and slot filling), machine learning
and knowledge representation. Avi has pub-
lished several papers on Entity Linking and
his systems at IBM have obtained top scores
in TAC-KBP annual multi-lingual entity link-
ing evaluations. Avi is an area chair for Infor-
mation Extraction at NAACL 2018 and also
for COLING 2018. He is also organizing
the workshop on the “Relevance of Linguistic
Structure in Neural NLP” at ACL 2018.
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e Name: Heng Ji

Affiliation: Rensselaer Polytechnic Institute
Email: jih@rpi.edu

Website: Heng’s Webpage

Heng Ji is the Edward G. Hamilton Devel-
opment Chair Professor in Computer Science
Department of Rensselaer Polytechnic Insti-
tute. Her research interests focus on Natural
Language Processing, especially on Cross-
source Information Extraction and Knowl-
edge Base Population. She coordinated the
NIST TAC Knowledge Base Population task
since 2010 and has published many papers
on entity discovery and linking. Heng has
co-taught the “Wikification and Beyond: The
Challenges of Entity and Concept Ground-
ing” tutorial with Dan Roth at ACL 2014.

Name: Dan Roth

Affiliation: University of Pennsylvania
Email: danroth@seas.upenn.edu

Website: Dan’s Webpage

Dan Roth is the Eduardo D. Glandt Distin-
guished Professor at the Department of Com-
puter and Information Science, University
of Pennsylvania. He is a fellow of AAAS,
AAAI, ACL, and the ACM and the winner of
the IJCAI-2017 John McCarthy Award, for
“major conceptual and theoretical advances
in the modeling of natural language under-
standing, machine learning, and reasoning.”
Roth has published broadly in machine learn-
ing, natural language processing, knowledge
representation and reasoning, and has devel-
oped several machine learning based natural
language processing systems that are widely
used in the computational linguistics com-
munity and in industry. Over the last few
years he has worked on Entity Linking and
Wikification. He has taught several tutori-
als at ACL/NAACL/ECL and other forums.
Dan has co-taught the “Wikification and Be-
yond: The Challenges of Entity and Con-
cept Grounding” tutorial with Heng Ji at ACL
2014.

Name: Silviu Cucerzan

Affiliation: Microsoft Research

Email: silviu@microsoft.com

Website: Silviu’s Webpage

Silviu Cucerzan is a Principal Researcher
at Microsoft Research and the Bing Knowl-
edge Graph group. His research has fo-
cused on topics at the intersection of NLP



and IR with concrete applications to industry,
including multilingual spelling correction,
question answering, entity recognition and
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