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Abstract

Fill-in-the-blank items are commonly fea-
tured in computer-assisted language learn-
ing (CALL) systems. An item displays a
sentence with a blank, and often proposes
a number of choices for filling it. These
choices should include one correct answer
and several plausible distractors. We de-
scribe a system that, given an English cor-
pus, automatically generates distractors to
produce items for preposition usage.

We report a comprehensive evaluation on
this system, involving both experts and
learners. First, we analyze the diffi-
culty levels of machine-generated carrier
sentences and distractors, comparing sev-
eral methods that exploit learner error and
learner revision patterns. We show that
the quality of machine-generated items ap-
proaches that of human-crafted ones. Fur-
ther, we investigate the extent to which
mismatched L1 between the user and the
learner corpora affects the quality of dis-
tractors. Finally, we measure the system’s
impact on the user’s language proficiency
in both the short and the long term.

1 Introduction

Fill-in-the-blank items, also known as gap-fill or
cloze items, are a common form of exercise in
computer-assisted language learning (CALL) ap-
plications. Table 1 shows an example item de-
signed for teaching English preposition usage. It
contains a sentence, “The objective is to kick the
ball into the opponent’s goal”, with the preposi-
tion “into” blanked out; this sentence serves as the
stem (or carrier sentence). It is followed by four
choices for the blank, one of which is the key (i.e.,

the correct answer), and the other three are dis-
tractors. These choices enable the CALL applica-
tion to provide immediate and objective feedback
to the learner.

A high-quality item must meet multiple re-
quirements. It should have a stem that is fluent
and matches the reading ability of the learner; a
blank that is appropriate for the intended peda-
gogical goal; exactly one correct answer among
the choices offered; and finally, a number of dis-
tractors that seem plausible to the learner, and yet
would each yield an incorrect sentence. Relying
on language teachers to author these items is time
consuming. Automatic generation of these items
would not only expedite item authoring, but also
potentially provide personalized items to suit the
needs of individual learners. This paper addresses
two research topics:

• How do machine-generated items compare
with human-crafted items in terms of their
quality?

• Do these items help improve the users’ lan-
guage proficiency?

For the first question, we focus on automatic
generation of preposition distractors, comparing
three different methods for distractor generation.
One is based on word co-occurrence in standard

The objective is to kick the ball the
opponent’s goal.
(A) in
(B) into
(C) to
(D) with

Table 1: An automatically generated fill-in-the-
blank item, where “into” is the key, and the other
three choices are distractors.
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corpora; a second leverages error annotations in
learner corpora; the third, a novel method, exploits
learners’ revision behavior. Further, we investi-
gate the effect of tailoring distractors to the user’s
native language (L1). For the second question,
we measure users’ performance in the short and
in the long term, through an experiment involving
ten subjects, in multiple sessions tailored to their
proficiency and areas of weakness.

Although a previous study has shown that
learner error statistics can produce competitive
items for prepositions on a narrow domain (Lee
and Seneff, 2007), a number of research questions
still await further investigation. Through both
expert and learner evaluation, we will compare
the quality of carrier sentences and the plausibil-
ity of automatically generated distractors against
human-crafted ones. Further, we will measure the
effect of mismatched L1 between the user and the
learner corpora, and the short- and long-term im-
pact on the user’s preposition proficiency. To the
best of our knowledge, this paper offers the most
detailed evaluation to-date covering all these as-
pects.

The rest of the paper is organized as follows.
Section 2 reviews previous work. Section 3 out-
lines the algorithms for generating the fill-in-the-
blank items. Section 4 gives details about the ex-
perimental setup and evaluation procedures. Sec-
tion 5 analyzes the results. Section 6 concludes the
paper.

2 Previous Work

2.1 Distractor generation

Most research effort on automatic generation of
fill-in-the-blank items has focused on vocabulary
learning. In these items, the key is typically from
an open-class part-of-speech (POS), e.g., nouns,
verbs, or adjectives.

To ensure that the distractor results in an incor-
rect sentence, the distractor must rarely, or never,
collocate with other words in the carrier sen-
tence (Liu et al., 2005). To ensure the plausibility
of the distractor, most approaches require it to be
semantically close to the key, as determined by a
thesaurus (Sumita et al., 2005; Smith et al., 2010),
an ontology (Karamanis et al., 2006), rules hand-
crafted by experts (Chen et al., 2006), or context-
sensitive inference rules (Zesch and Melamud,
2014); or to have similar word frequency (Shei,
2001; Brown et al., 2005). Sakaguchi et al. (2013)

applied machine learning methods to select verb
distractors, and showed that they resulted in items
that can better predict the user’s English profi-
ciency level.

Less attention has been paid to items for closed-
class POS, such as articles, conjunctions and
prepositions, which learners also often find dif-
ficult (Dahlmeier et al., 2013). For these POS,
the standard algorithms based on semantic relat-
edness for open-class POS are not applicable. Lee
and Seneff (2007) reported the only previous study
on using learner corpora to generate items for a
closed-class POS. They harvested the most fre-
quent preposition errors in a corpus of Japanese
learners of English (Izumi et al., 2003), but per-
formed an empirical evaluation with native Chi-
nese speakers on a narrow domain.

We expand on this study in several dimensions.
First, carrier sentences, selected from the general
domain rather than a specific one, will be analyzed
in terms of their difficulty level. Second, distrac-
tor quality will be evaluated not only by learners
but also by experts, who give scores based on their
plausibility; in contrast to most previous studies,
their quality will be compared with the human
gold standard. Thirdly, the effect of mismatched
L1 will also be measured.

2.2 Learner error correction

There has been much recent research on auto-
matic correction of grammatical errors. Correc-
tion of preposition usage errors, in particular, has
received much attention. Our task can be viewed
as the inverse of error correction — ensuring that
the distractor yields an incorrect sentence — with
the additional requirement on the plausibility of
the distractor.

Most approaches in automatic grammar correc-
tion can be classified as one of three types, ac-
cording to the kind of statistics on which the sys-
tem is trained. Some systems are trained on ex-
amples of correct usage (Tetreault and Chodorow,
2008; Felice and Pulman, 2009). Others are
trained on examples of pairs of correct and incor-
rect usage, either retrieved from error-annotated
learner corpora (Han et al., 2010; Dahlmeier et al.,
2013) or simulated (Lee and Seneff, 2008; Fos-
ter and Andersen, 2009). More recently, a sys-
tem has been trained on revision statistics from
Wikipedia (Cahill et al., 2013). We build on
all three paradigms, using standard English cor-
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... kick the ball into the opponent’s goal

VP head prep obj

prep pobj

Figure 1: Parse tree for the carrier sentence in Ta-
ble 1. Distractors are generated on the basis of the
prepositional object (“obj”) and the NP/VP head
to which the prepositional phrase is attached (Sec-
tion 3).

pora (Section 3.1), error-annotated learner corpora
(Section 3.2) and learner revision corpora (Sec-
tion 3.3) as resources to predict the most plausible
distractors.

3 Item generation

The system assumes as input a set of English sen-
tences, which are to serve as candidates for carrier
sentences. In each candidate sentence, the system
scans for prepositions, and extracts two features
from the linguistic context of each preposition:

• The prepositional object. In Figure 1, for
example, the word “goal” is the prepositional
object of the key, “into”.

• The head of the noun phrase or verb phrase
(NP/VP head) to which the prepositional
phrase (PP) is attached. In Figure 1, the PP
“into the opponent’s goal” is attached to the
VP head “kick”.

The system passes these two features to the
following methods to generate distractors.1 If
all three methods are able to return a distractor,
the preposition qualifies to serve as the key. If
more than one key is found, the system randomly
chooses one of them.

In the rest of this paper, we will sometimes ab-
breviate these three methods as the “Co-occur”
(Section 3.1), “Error” (Section 3.2), and “Revi-
sion” (Section 3.3) methods, respectively.

3.1 Co-occurrence method

Proposed by Lee and Seneff (2007), this method
requires co-occurrence statistics from a large cor-
pus of well-formed English sentences.

1We do not consider errors where a preposition should be
inserted or deleted.

Co-occurrence method (“Co-occur”)
... kicked the chair with ...
... kicked the can with ...
... with the goal of ...
Learner error method (“Error”)
... kicked it <error>in</error> the goal.
... kick the ball <error>in</error> the
other team’s goal.
Learner revision method (“Revision”)
... kick the ball to into his own goal.
... kick the ball to towards his own goal.

Table 2: The Co-occurrence Method (Section 3.1)
generates “with” as the distractor for the carrier
sentence in Figure 1; the Learner Error Method
(Section 3.2) generates “in”; the Learner Revision
Method (Section 3.3) generates “to”.

This method first retrieves all prepositions that
co-occur with both the prepositional object and the
NP/VP head in the carrier sentence. These prepo-
sitions are removed from consideration as distrac-
tors, since they would likely yield a correct sen-
tence. The remaining candidates are those that co-
occur with either the prepositional object or the
NP/VP head, but not both. The more frequently
the candidate co-occurs with either of these words,
the more plausible it is expected to appear to a
learner. Thus, the candidate with the highest co-
occurrence frequency is chosen as the distractor.
As shown in Table 2, this method generates the
distractor “with” for the carrier sentence in Fig-
ure 1, since many instances of “kick ... with” and
“with ... goal” are attested.

3.2 Learner error method

This method requires examples of English sen-
tences from an error-annotated learner corpus.
The corpus must mark wrong preposition usage,
but does not need to provide corrections for the
errors.

This method first retrieves all PPs that have the
given prepositional object and are attached to the
given NP/VP head. It then computes the frequency
of prepositions that head these PPs and are marked
as wrong. The one that is most frequently marked
as wrong is chosen as the distractor. As shown in
Table 2, this method generates the distractor “in”
for the carrier sentence in Figure 1, since it is often
marked as an error.
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3.3 Learner revision method

It is expensive and time consuming to annotate
learner errors. As an alternative, we exploit the
revision behavior of learners in their English writ-
ing. This method requires draft versions of texts
written by learners. In order to compute statis-
tics on how often a preposition in an earlier draft
(“draft n”) is replaced with another one in the later
draft (“draft n + 1”), the sentences in successive
drafts must be sentence- and word-aligned.

This method scans for PPs that have the given
prepositional object and are attached to the given
NP/VP head. For all learner sentences in draft n
that contain these PPs, it consults the sentences in
draft n+1 to which they are aligned; it retains only
those sentences whose prepositional object and the
NP/VP head remain unchanged, but whose prepo-
sition has been replaced by another one. Among
these sentences, the method selects the preposition
that is most frequently edited between two drafts.
Our assumption is that frequent editing implies a
degree of uncertainty on the part of the learner as
to which of these prepositions is in fact correct,
thus suggesting that they may be effective distrac-
tors. As shown in Table 2, this method generates
the distractor “to” for the carrier sentence in Fig-
ure 1, since it is most often edited in the given lin-
guistic context. This study is the first to exploit a
corpus of learner revision history for item genera-
tion.2

4 Experimental setup

In this section, we first describe our datasets (Sec-
tion 4.1) and the procedure for item generation
(Section 4.2). We then give details on the expert
evaluation (Section 4.3) and the learner evaluation
(Section 4.4).

4.1 Data

Carrier sentences. We used sentences in the
English portion of the Wikicorpus (Reese et al.,
2010) as carrier sentences. To avoid selecting
stems with overly difficult vocabulary, we ranked
the sentences in terms of their most difficult word.
We measured the difficulty level of a word firstly
with the graded English vocabulary lists com-
piled by the Hong Kong Education Bureau (EDB,
2012); and secondly, for words not occurring in

2A similar approach, using revision statistics in
Wikipedia, has been used for the purpose of correcting prepo-
sition errors (Cahill et al., 2013).

any of these lists, with frequency counts derived
from the Google Web Trillion Word Corpus.3 In
order to retrieve the prepositional object and the
NP/VP head (cf. Section 3), we parsed the Wiki-
corpus, as well as the corpora mentioned below,
with the Stanford parser (Manning et al., 2014).

Co-occurrence method (“Co-occur”). The
statistics for the Co-occurrence method were also
based on the English portion of Wikicorpus.

Learner Revision method (“Revision”). We
used an 8-million-word corpus of essay drafts
written by Chinese learners of English (Lee et al.,
2015). This corpus contains over 4,000 essays,
with an average of 2.7 drafts per essay. The sen-
tences and words between successive drafts have
been automatically aligned.

Learner Error method (“Error”). In addition
to the corpus of essay drafts mentioned above,
we used two other error-annotated learner corpora.
The NUS Corpus of Learner English (NUCLE)
contains one million words of academic writing
by students at the National University of Singa-
pore (Dahlmeier et al., 2013). The EF-Cambridge
Open Language Database (EFCAMDAT) contains
over 70 million words from 1.2 million assign-
ments written by learners from a variety of lin-
guistic background (Geertzen et al., 2013). A sub-
set of the database has been error-annotated. We
made use of the writings in this subset that were
produced by students from China and Russia.

Human items (“Textbook”). To provide a com-
parison with human-authored items, we used the
practise tests for preposition usage offered in an
English exercise book designed for intermediate
and advanced learners (Watcyn-Jones and Allsop,
2000). From the 50 tests in a variety of for-
mats, we harvested 56 multiple-choice items, all
of which had one key and three distractors.

4.2 Item generation procedure

We gathered three sets of 400 carrier sentences, for
use in three evaluation sessions (see Section 4.4).
Each sentence in Set 1 has one counterpart in Set
2 and one counterpart in Set 3 that have the same
key, NP/VP head and prepositional object. We will
refer to the items created from these counterpart
carrier sentences as “similar” items. We will use
these “similar” items to measure the learning im-
pact on the subjects.

Each item has one key and distractors generated

3http://norvig.com/ngrams/
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by each of the three methods. For about half of the
items, the three methods complemented one an-
other to offer three distinct distractors. In the other
half, two of the methods yielded the same dis-
tractor, resulting in only two distractors for those
items. In Set 1, for control purposes, 56 of the
items were replaced with the human items.

4.3 Expert evaluation procedure
Two professional English teachers (henceforth, the
“experts”) examined each of the 400 items in Set
1. They annotated each item, and each choice in
the item, as follows.

For each item, the experts labeled its diffi-
culty level in terms of the preposition usage be-
ing tested in the carrier sentence. They did not
know whether the item was human-authored or
machine-generated. Based on their experience
in teaching English to native speakers of Chi-
nese, they labeled each item as suitable for those
in “Grades 1-3”, “Grades 4-6”, “Grades 7-9”,
“Grades 10-12”, or “>Grade 12”. We mapped
these five categories to integers — 2, 5, 8, 11 and
13, respectively — for the purpose of calculating
difficulty scores.

For each choice in the item, the experts judged
whether it is correct or incorrect. They did not
know whether each choice was the key or a dis-
tractor. They may judge one, multiple, or none
of the choices as correct. For an incorrect choice,
they further assessed its plausibility as a distractor,
again from their experience in teaching English to
native speakers of Chinese. They may label it as
“Plausible”, “Somewhat plausible”, or “Obviously
wrong”.

4.4 Learner evaluation procedure
Ten university students (henceforth, the “learn-
ers”) took part in the evaluation. They were all
native Chinese speakers who did not major in En-
glish. The evaluation consisted of three one-hour
sessions held on different days. At each session,
the learner attempted 80 items on a browser-based
application (Figure 2). The items were distributed
in these sessions as follows.

Session 1. The 400 items in Set 1 were divided
into 5 groups of 80 items, with 11 to 12 human
items in each group. The items in each group had
comparable difficulty levels as determined by the
experts, with average scores ranging from 7.9 to
8.1. Each group was independently attempted by
two learners. The system recorded the items to

Figure 2: Interface for the learner evaluation. On
the left, the learner selects a choice by tapping on
it; on the right, the learner receives feedback.

which the learner gave wrong answers; these will
be referred to as the “wrong items”. Among the
items to which the learner gave correct answers,
the system randomly set aside 10 items; these will
be referred to as “control items”.

Session 2. To measure the short-term impact,
Session 2 was held on the day following Session 1.
Each learner attempted 80 items, drawn from Set
2. These items were personalized according to the
“wrong items” of the individual learner. For exam-
ple, if a learner had 15 “wrong items” from Ses-
sion 1, he or she then received 15 similar items4

from Set 2. In addition, he or she also received
ten items that were similar to the “control items”
from Session 1. The remaining items were drawn
randomly from Set 2. As in Session 1, the system
noted the “wrong items” and set aside ten “control
items”.

Session 3. To test the long-term effect of these
exercises, Session 3 was held two weeks after Ses-
sion 2. Each learner attempted another 80 items,
drawn from Set 3. These 80 items were chosen in
the same manner as in Session 2.

5 Results

We first report inter-annotator agreement between
the two experts on the difficulty levels of the car-
rier sentences and the distractors (Section 5.1). We
then compare the difficulty levels of the human-
and machine-generated items (Section 5.2). Next,
we analyze the reliability and difficulty5 of the

4See definition of “similar” in Section 4.2.
5Another metric, “validity”, measures the ability of the

distractor to discriminate between students of different profi-
ciency levels. This metric is relevant for items intended for
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Figure 3: The difficulty level of the items in Set 1,
as annotated by the experts.

automatically generated distractors (Sections 5.3
and 5.4), and the role of the native language (Sec-
tion 5.5). Finally, we measure the impact on the
learners’ preposition proficiency (Section 5.6).

5.1 Inter-annotator agreement
For estimating the difficulty level of the prepo-
sition usage in the carrier sentences, the experts
reached “substantial” agreement with kappa at
0.765 (Landis and Koch, 1977). In deciding
whether a choice is correct or incorrect, the experts
reached “almost perfect” agreement with kappa
at 0.977. On the plausibility of the distractors,
they reached “moderate” agreement with kappa at
0.537. The main confusion was between the cate-
gories “Obviously wrong” and “Somewhat plausi-
ble”.

On the whole, expert judgment tended to cor-
relate with actual behavior of the learners. For
distractors considered “Plausible” by both experts,
63.6% were selected by the learners. In contrast,
for those considered “Obviously wrong” by both
experts, only 11.8% attracted any learner.

5.2 Carrier sentence difficulty
Figure 3 shows the distribution of difficulty level
scores for the preposition usage in carrier sen-
tences. Most items were rated as “Grades 7-9”,
with “Grades 4-6” being the second largest group.

A common concern over machine-generated
items is whether the machine can create or select
the kind of carrier sentences that illustrate chal-
lenging or advanced preposition usage, compared
to those crafted by humans. In our system, the
preposition errors and revisions in the learner cor-
pora — as captured by the NP/VP head and the

assessment purposes (Brown et al., 2005; Sakaguchi et al.,
2013) rather than self-learning.

prepositional object — effectively served as the
filter for selecting carrier sentences. Some of these
errors and revisions may well be careless or triv-
ial mistakes, and may not necessarily lead to the
selection of appropriate carrier sentences.

To answer this question, we compared the diffi-
culty levels of preposition usage in the machine-
generated and human-crafted items. The aver-
age difficulty score for the human items was 8.7,
meaning they were suitable for those in Grade 8.
The average for the machine-generated items were
lower, at 7.2. This result suggests that our system
can select carrier sentences that illustrate challeng-
ing preposition usage, at a level that is only about
1.5 grade points below those designed by humans.

5.3 Distractor reliability

A second common concern over machine-
generated items is whether their distractors might
yield correct sentences. When taken out of con-
text, a carrier sentence often admits multiple pos-
sible answers (Tetreault and Chodorow, 2008; Lee
et al., 2009). In this section, we compare the per-
formance of the automatic distractor generation
methods against humans.

A distractor is called “reliable” if it yields an
incorrect sentence. The Learner Revision method
generated the most reliable distractors6; on aver-
age, 97.4% of the distractors were judged incor-
rect by both experts (Table 3). The Co-occurrence
method ranked second at 96.1%, slightly better
than those from the Learner Error method. Many
distractors from the Learner Error method indeed
led to incorrect sentences in their original con-
texts, but became acceptable when their carrier
sentences were read in isolation. Items with un-
reliable distractors were excluded from the learner
evaluation.

Surprisingly, both the Learner Revision and Co-
occurrence methods outperformed the humans.
Distractors in some of the human items did in-
deed yield sentences that were technically correct,
and were therefore deemed “unreliable” by the ex-
perts. In many cases, however, these distractors
were accompanied with keys that provided more
natural choices. These items, therefore, remained
valid.

6The difference with the Co-occurrence method is not sta-
tistically significant, in part due to the small sample size.
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Method Reliable distractor
Co-occur 96.1%
Error 95.6%
Revision 97.4%
Textbook 95.8%

Table 3: Distractors judged reliable by both ex-
perts.

5.4 Distractor difficulty

In the context of language learning, an item can
be considered more useful if one of its distractors
elicits a wrong choice from the learner, who would
then receive corrective feedback. In this section,
we compare the “difficulty” of the distractor gen-
erated by the various methods, in terms of their
ability to attract the learners.

Expert evaluation. The two methods based on
learner statistics produced the highest-quality dis-
tractors (Table 4). The Learner Error method had
the highest rate of plausible distractors (51.2%)
and the lowest rate of obviously wrong ones
(22.0%). In terms of the number of distractors
considered “Plausible”, this method significantly
outperformed the Learner Revision method.7

According to Table 4, all three automatic meth-
ods outperformed the humans in terms of the num-
ber of distractors rated “Plausible”. This compari-
son, however, is not entirely fair, since the human
items always supplied three distractors, whereas
about half of the machine-generated items sup-
plied only two, when two of the methods returned
the same distractor.

An alternate metric is to compute the average
number of distractors rated “Plausible” per item.
On average, the human items had 0.91 plausible
distractors; in comparison, the machine-generated
items had 1.27. This result suggests that automatic
generation of preposition distractors can perform
at the human level.

Learner evaluation. The most direct way to
evaluate the difficulty of a distractor is to mea-
sure how often a learner chose it. The contrast
is less clear cut in this evaluation. Overall, the
learners correctly answered 76.2% of the machine-
generated items, and 75.5% of the human items,
suggesting that the human distractors were more
challenging. One must also take into account,
however, the fact that the carrier sentences are

7p < 0.05 by McNemar’s test, for both expert annotators.

Method Plausible Some- Obvious-
what ly

plausible wrong
Co-occur 34.6% 31.5% 33.9%
Error 51.2% 26.8% 22.0%
Revision 45.4% 28.5% 26.1%
Textbook 31.4% 34.2% 34.5%

Table 4: Plausibility judgment of distractors by ex-
perts.

more difficult in the human items than in the
machine-generated ones. Broadly speaking, the
machine-generated distractors were almost as suc-
cessful as those authored by humans.

Consistent with the experts’ opinion (Table 4),
the Learner Error method was most successful
among the three automatic methods (Table 5). The
learner selection rate of its distractors was 13.5%,
which was significantly higher8 than its closest
competitor, the Learner Revision method, at 9.5%.
The Co-occurrence method ranked last, at 9.2%. It
is unfortunately difficult to directly compare these
rates with that of the human distractors, which
they were offered in different carrier sentences.

5.5 Impact of L1

We now turn our attention to the relation between
the native language (L1) of the user, and that of
the learner corpora used for training the system.
Specifically, we wish to measure the gain, if any,
in matching the L1 of the user with the L1 of the
learner corpora. To this end, for the Learner Er-
ror method, we generated distractors from the EF-
Cambridge corpus with two sets of statistics: one
harvested from the portion of the corpus with writ-
ings by Chinese students, the others from the por-
tion by Russian students.

Expert evaluation. Table 6 contrasts the ex-
perts’ plausibility judgment on distractors gener-
ated from these two sets. Chinese distractors were

8p < 0.05 by McNemar’s test.

Method Learner selection rate
Co-occur 9.2%
Error 13.5%
Revision 9.5%

Table 5: Percentage of distractors selected by
learners.
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Method Plausible Some- Obvious-
what ly

plausible wrong
Chinese 57.7% 24.0% 18.3%
Russian 55.3% 22.0% 22.7%

Table 6: Plausibility judgment of distractors gen-
erated from the Chinese and Russian portions of
the EF-Cambridge corpus, by experts.

slightly more likely to be rated “plausible” than
the Russian ones, and less likely to be rated “ob-
viously wrong”.9 The gap between the two sets of
distractors was smaller than may be expected.

Learner evaluation. The difference was some-
what more pronounced in terms of the learners’
behavior. The learners selected Chinese distrac-
tors, which matched their L1, 29.9% of the time
over the three sessions. In contrast, they fell for
the Russian distractors, which did not match their
L1, only 25.1% of the time. This result confirms
the intuition that matching L1 improves the plau-
sibility of the distractors, but the difference was
nonetheless relatively small. This result suggets
that it might be worth paying the price for mis-
matched L1s, in return for a much larger pool of
learner statistics.

5.6 Impact on learners
In this section, we consider the impact of these ex-
ercises on the learners. The performance of the
learners was rather stable across all sessions; their
average scores in the three sessions were 73.0%,
73.6% and 69.9%, respectively. It is difficult, how-
ever, to judge from these scores whether the learn-
ers benefited from the exercises, since the compo-
sition of the items differed for each session.

Instead, we measured how often the learners re-
tain the system feedback. More specifically, if the
learner chose a distractor and received feedback
(cf. Figure 2), how likely would he or she suc-
ceed in choosing the key in a “similar”10 item in a
subsequent session.

We compared the learners’ responses between
Sessions 1 and 2 to measure the short-term impact,
and between Sessions 2 and 3 to measure the long-
term impact. In Session 2, when the learners at-

9Data sparseness prevented us from generating both Chi-
nese and Russian distractors for the same carrier sentences
for evaluation. These statistics are therefore not controlled
with regard to the difficulty level of the sentences.

10See definition of “similar” in Section 4.2.

Difficulty level Retention rate
Below 6 74.0%
6-8 71.3%
9-11 60.0%
12 or above 25%

Table 7: Retention rate for items at different levels
of difficulty.

tempted items that were “similar” to their “wrong
items” from Session 1, they succeeded in choos-
ing the key in 72.4% of the cases.11 We refer to
this figure as the “retention rate”, in this case over
the one-day period between the two sessions. The
retention rate deteriorated over a longer term. In
Session 3, when the learners attempted items that
were “similar” to their “wrong items” from Ses-
sion 2, which took place two weeks before, they
succeeded only in 61.5% of the cases.12

Further, we analyzed whether the difficulty
level of the items affected their retention rate.
Statistics in Table 7 show that the rate varied
widely according to the difficulty level of the
“wrong items”. Difficult items, at Grade 12 or
beyond, proved hardest to learn, with a retention
rate of only 25%. At the other end of the spec-
trum, those below Grade 6 were retained 74% of
the time. This points to the need for the system to
reinforce difficult items more frequently.

6 Conclusions

We have presented a computer-assisted language
learning (CALL) system that automatically cre-
ates fill-in-the-blank items for prepositions. We
found that the preposition usage tested in au-
tomatically selected carrier sentences were only
slightly less challenging than those crafted by hu-
mans. We compared the performance of three
methods for distractor generation, including a
novel method that exploits learner revision statis-
tics. The method based on learner error statistics
yielded the most plausible distractors, followed by
the one based on learner revision statistics. The
items produced jointly by these automatic meth-
ods, in both expert and learner evaluations, ri-
valled the quality of human-authored items. Fur-
ther, we evaluated the extent to which mismatched

11As a control, the retention rate for correctly answered
items in Session 1 was 80% in Session 2.

12As a control, the retention rate for correctly answered
items in Session 2 was 69.0% in Session 3.
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native language (L1) affects distractor plausibility.
Finally, in a study on the short- and long-term im-
pact on the learners, we showed that difficult items
had lower retention rate. In future work, we plan
to conduct larger-scale evaluations to further vali-
date these results, and to apply these methods on
other common learner errors.
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