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Introduction

Welcome to the ACL 2014 Student Research Workshop.

Following the previous years’ ACL Student Research Workshops, this year we have two different kinds
of papers: research papers and thesis proposals. Thesis proposals are intended for advanced students
who have decided on a thesis topic and wish to get feedback on their proposal and broader ideas for
their continuing work, while research papers can describe completed work or work in progress with
preliminary results.

We received 7 thesis proposals and 19 research papers this year. Out of these, we accepted 5 thesis
proposals and 8 research papers leading to an acceptance rate of 71% for thesis proposals and 42%
for research papers. This year’s workshop also offered pre-submission mentoring for student authors
wishing to improve the presentation of their papers prior to submission of the paper for the reviewing
process. 6 students participated in this pre-submission mentoring program this year.

The SRW offers multiple avenues for the student authors to receive feedback at the conference.

This year’s workshop features three sessions of student paper presentations. All the papers will be
presented at the main conference poster session, giving the opportunity for students to interact and
present their work to a large and diverse audience. We also have a separate oral presentation session
for thesis proposal papers on the first day of the main conference. The third session is another oral
presentation venue where student authors of the research papers briefly advertise their posters. This year,
15 students whose papers were accepted to the ACL main conference were chosen to also present their
work at and be partially funded by SRW. These students’ posters are also advertised during the poster
highlight session.

In addition to oral presentation and poster sessions, each SRW paper and the 15 papers sponsored by the
SRW is assigned a dedicated mentor. The mentor is an experienced researcher from academia or industry
who will prepare in-depth comments and questions in advance for the presentation or poster session and
will provide feedback to the student author.

Thanks to our funding sources, this year’s SRW covers registration expenses and provides travel and
lodging support to all student authors of the SRW papers. We gratefully acknowledge the support from
the NSF, Google, Yahoo! and Baidu. In addition to the SRW papers, the NSF supports travel and
registration for another 15 student authors of ACL main conference papers.

We are very grateful to our program committee members who gave constructive and detailed reviews for
each of the student papers. Some of our PC members also participated in the pre-submission mentoring
program and immensely helped student authors with writing and presentation of their papers. We also
thank researchers who agreed to mentor and provide expert feedback on the student papers. We thank
our faculty advisers Bill Byrne and Jordan Boyd-Graber for their guidance. We also thank the ACL 2014
organizing committee – Daniel Marcu, Kristina Toutanova, Hua Wu, Alexander Koller, Miyao Yusuke,
David Yarowsky and Priscilla Rassmussen for their constant support and suggestions. Finally, we thank
all students for their submissions and participation in the SRW.
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Abstract

Kernel methods are heavily used in Natu-
ral Language Processing (NLP). Frequen-
tist approaches like Support Vector Ma-
chines are the state-of-the-art in many
tasks. However, these approaches lack
efficient procedures for model selection,
which hinders the usage of more advanced
kernels. In this work, we propose the
use of a Bayesian approach for kernel
methods, Gaussian Processes, which allow
easy model fitting even for complex kernel
combinations. Our goal is to employ this
approach to improve results in a number of
regression and classification tasks in NLP.

1 Introduction

In the last years, kernel methods have been suc-
cessfully employed in many Natural Language
Processing tasks. These methods allow the build-
ing of non-parametric models which make less as-
sumptions about the underlying pattern in the data.
Another advantage of kernels is that they can be
defined in arbitrary structures like strings or trees,
which greatly reduce the need for careful feature
engineering in these structures.

The properties cited above make kernel meth-
ods ideal for problems where we do not have
much prior knowledge about how the data be-
haves. This is a common setting in NLP, where
they have been mostly applied in the form of Sup-
port Vector Machines (SVMs). Systems based on
SVMs have been the state-of-the-art in classifica-
tion tasks like Text Categorization (Lodhi et al.,
2002), Sentiment Analysis (Johansson and Mos-
chitti, 2013; Pérez-Rosas and Mihalcea, 2013) and
Question Classification (Moschitti, 2006; Croce et
al., 2011). Recently, they were also employed in
regression settings like Machine Translation Qual-
ity Estimation (Specia and Farzindar, 2010; Bojar

et al., 2013) and structured prediction (Chang et
al., 2013).

SVMs are a frequentist method: they aim to find
an approximation to the exact latent function that
explains the data. This is in contrast to Bayesian
settings, which define a prior distribution on this
function and perform inference by marginalizing
over all its possible values. Although there is some
discussion about which approach is better (Mur-
phy, 2012, Sec. 6.6.4), Bayesian methods offer
many useful theoretical properties. In fact, they
have been used before in NLP, especially in gram-
mar induction (Cohn et al., 2010) and word seg-
mentation (Goldwater et al., 2009). However, only
very recently kernel methods have been applied in
NLP using the Bayesian approach.

Gaussian Processes (GPs) are the Bayesian
counterpart of kernel methods and are widely con-
sidered the state-of-the-art for inference on func-
tions (Hensman et al., 2013). They have a number
of advantages which are very useful in NLP:

• Kernels in general can be combined and pa-
rameterized in many ways. This parame-
terization lead to the problem of model se-
lection, which is difficult in frequentist ap-
proaches (mainly based on cross validation).
The Bayesian formulation of GPs let them
deal with model selection in a much more
more efficient and elegant way: by maximiz-
ing the likelihood on the training data. This
opens the door for the use of heavily param-
eterized kernel combinations, like multi-task
kernels for example.

• Being a probabilistic framework, they are
able to naturally encode uncertainty in the
predictions, which can be propagated if the
task is part of a larger system pipeline.

Besides these properties, GPs have also been
applied sucessfully in many Machine Learning
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tasks. Examples include Robotics (Ko et al.,
2007), Bioinformatics (Chu et al., 2005; Polaj-
nar et al., 2011), Geolocation (Schwaighofer et
al., 2004) and Computer Vision (Sinz et al., 2004;
Riihimäki et al., 2013). In NLP, GPs have been
used only very recently and focused on regression
tasks (Cohn and Specia, 2013; Preotiuc-Pietro and
Cohn, 2013). In this work, we propose to combine
GPs with recent kernel developments to advance
the state-of-the-art in a number of NLP tasks.

2 Gaussian Processes

In this Section, we follow closely the definition of
Rasmussen and Williams (2006). Consider a ma-
chine learning setting, where we have a dataset
X = {(x1, y1), (x2, y2), . . . , (xn, yn)} and our
goal is to infer the underlying function f(x) that
best explains the data. A GP model assumes a
prior stochastic process over this function:

f(x) ∼ GP(µ(x), k(x,x′)), (1)

where µ(x) is the mean function, which is usu-
ally the 0 constant, and k(x,x′) is the kernel or
covariance function. In this sense, they are analo-
gous to Gaussian distributions, which are also de-
fined in terms of a mean and a variance values, or
in the case of multivariate Gaussians, a mean vec-
tor and a covariance matrix. In fact, a GP can be
interpreted as an infinite-dimensional multivariate
Gaussian distribution.

The full model uses Bayes’ rule to define a pos-
terior over f , combining the GP prior with the data
likelihood:

p(f |X,y) =
p(y|X, f)p(f)

p(y|X)
, (2)

where X and y are the training inputs and outputs,
respectively. The posterior is then used to predict
the label for an unseen input x∗ by marginalizing
over all possible latent functions:

p(y∗|x∗,X,y) =
∫

f
p(y∗|x∗,X, f)p(f |X,y)df.

(3)
where y∗ is the predicted output. The choice of
the likelihood distribution depends if the task is re-
gression, classification or other prediction setting.

2.1 GP Regression
In a regression setting, we assume that the output
values are equal to noisy latent function evalua-
tions, i.e., yi = f(xi) + η, where η ∼ N (0, σ2

n) is

the added white noise. We also usually assume a
Gaussian likelihood, because this able us to solve
the integral in Equation 3 analytically. Substitut-
ing the likelihood and the prior in both Equations
2 and 3 and manipulating the result, we compute
the posterior also as a Gaussian distribution:

y∗ ∼ N (k∗(K + σnI)−1yT , (4)

k(x∗,x∗)− kT
∗ (K + σnI)−1k∗).

where K is the Gram matrix corre-
sponding to the training inputs and
k∗ = [〈x1,x∗〉, 〈x2,x∗〉, . . . , 〈xn,x∗〉] is the
vector of kernel evaluations between the test input
and each training input.

2.2 GP Classification
Consider binary classification using −1 and +1
as labels1. The model in this case use the ac-
tual, noiseless latent function evaluations f and
“squash” them through the [−1,+1] interval to ob-
tain the outputs. The posterior over the outputs is
then defined as:

p(y∗ = +1|x∗,X,y) =∫
f∗
σ(f∗)p(f∗|x∗,X,y)df∗, (5)

where σ(f∗) is a squashing function. Two com-
mon choices are the logistic function and the pro-
bit function. The distribution over the latent values
f∗ is obtained by integrating out the latent func-
tion:

p(f∗|x∗,X,y) =
∫

f
p(f∗|x∗,X, f)p(f |X,y)df.

(6)
Because the likelihood is not Gaussian, the re-

sulting posterior integral is not analytically avail-
able anymore. The most common solution to this
problem is to approximate the posterior p(f |X,y)
with a Gaussian q(f |X,y). Two such approxi-
mation algorithms are the Laplace approximation
(Williams and Barber, 1998) and the Expectation
Propagation (Minka, 2001). Another option is to
use Markov Chain Monte Carlo sampling methods
on the true posterior (Neal, 1998).

2.3 Hyperparameter Optimization
The GP prior used in the models described above
usually have a number of hyperparameters. The

1Extensions to multi-class settings are possible.
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most important ones are the kernel ones but they
can also include others like the white noise vari-
ance σ2

n used in regression. A key property of GPs
is their ability to easily fit these hyperparameters
to the data by maximizing the marginal likelihood:

p(y|X,θ) =
∫

f
p(y|X,θ, f)p(f), (7)

where θ represents the full set of hyperparameters
(which was suppressed from all conditionals until
now for brevity). Optimization involves deriving
the gradients of the marginal log likelihood w.r.t.
the hyperparameters and then employ a gradient
ascent procedure. Gradients can be found ana-
litically for regression and by approximations for
classification, using methods similar to the ones
used for prediction.

2.4 Sparse Approximations for GPs

SVMs are naturally sparse models which use only
a subset of data points to make predictions. This
results in important speed-ups which is one of
the reasons for their success. On the other hand,
canonical GPs are not sparse, making use of all
data points. This results in a training complexity
of O(n3) (due to the Gram matrix inversion) and
O(n) for predictions.

Sparse GPs tackle this problem by approximat-
ing the Gram matrix using only a subset of m in-
ducing inputs. Without loss of generalization, con-
sider these m inputs as the first ones in the train-
ing data and (n − m) the remaining ones. Then
we can partition the Gram matrix in the following
way (Rasmussen and Williams, 2006, Sec. 8.1):

K =
[

Kmm Km(n−m)

K(n−m)m K(n−m)(n−m)

]
,

where each block corresponds to a matrix of ker-
nel evaluations between two sets of inputs. For
brevity, we will refer Km(n−m) as Kmn and its
transpose as Knm. The block structure of K forms
the base of the so-called Nyström approximation:

K̃ = KnmK−1
mmKmn. (8)

which result in the following predictive posterior:

y∗ ∼ N (kT
m∗G̃

−1Kmny, (9)

k(x∗,x∗)− kT
m∗K

−1
mmkm∗+

σ2
nk

T
m∗G̃

−1km∗),

where G̃ = σ2
nKmm + KmnKnm and km∗ is the

vector of kernel evaluations between test input x∗
and the m inducing inputs. The resulting com-
plexities for training and prediction are O(m2n)
and O(m), respectively.

The remaining question is how to choose the in-
ducing inputs. Seeger et al. (2003) use an iterative
method that starts with some random data points
and adds new ones based on a greedy procedure,
in an active learning fashion. Snelson and Ghahra-
mani (2006) use a different approach: it defines a
fixed m a priori and use pseudo-inputs which can
be optimized as regular hyperparameters. Later,
Titsias (2009) also used pseudo-inputs but per-
form optimization using a variational method in-
stead. Recently, Hensman et al. (2013) modified
this method to allow Stochastic Variational Infer-
ence (Hoffman et al., 2013), which reduces the
training complexity to O(m3).

3 Kernels

The core of a GP model is the kernel function. A
kernel k(x,x′) is a symmetric and positive semi-
definite function which returns a similarity score
between two inputs in some feature space (Shawe-
Taylor and Cristianini, 2004). Probably the most
used kernel in general is the Radial Basis Func-
tion (RBF) kernel, which is defined over two real-
valued vectors. Our focus in this work is on two
different types of kernels which can be applied for
NLP settings and allow richer parameterizations.

3.1 Kernels for Discrete Structures

In NLP, discrete structures like strings or trees are
common in training data. To apply a vectorial
kernel like the RBF, one can always extract real-
valued features from these structures. However,
kernels can be defined directly on these structures,
potentially reducing the need for feature engineer-
ing. The string and tree kernels we define here
are based on the theory of Convolution kernels
of Haussler (1999), which calculate the similar-
ity between two structures based on the number
of substructures they have in common. Other ap-
proaches include random walk kernels (Gärtner et
al., 2003; Vishwanathan et al., 2010) and Fisher
kernels (Jaakkola et al., 2000).

3.1.1 String Kernels
Consider a function φs(x) that counts the number
of times a substring s appears in x. A string kernel
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is defined as:

k(x, x′) =
∑
s∈Σ∗

wsφs(x)φs(x′), (10)

where ws is a non-negative weight for substring s
and Σ∗ is the set of all possible strings over the
symbol alphabet Σ.

Usually in NLP, each word is considered a sym-
bol, although some previous work also considered
characters as symbols (Lodhi et al., 2002). If we
restrict s to be only single words we end up hav-
ing a bag-of-words (BOW) representation. Allow-
ing longer substrings lead us to the Word Sequence
Kernels of Cancedda et al. (2003), which also al-
low gaps between words.

One extension of these kernels is to allow soft
matching between substrings. This is done by
defining a similarity matrix S, which encode sym-
bol similarities. This matrix can be defined by ex-
ternal resources, like WordNet, or be inferred from
data using Latent Semantic Analysis (Deerwester
et al., 1990) for example.

3.1.2 Tree Kernels
Collins and Duffy (2001) first introduced Tree
Kernels, which measure the similarity between
two trees by counting the number of fragments
they share, in a very similar way to string kernels.
Consider two trees T1 and T2. We define the set
of nodes in these two trees as N1 and N2 respec-
tively. Consider also F the full set of possible tree
fragments (similar to Σ∗ in the case of strings). We
define Ii(n) as an indicator function that returns 1
if fragment fi ∈ F has root n and 0 otherwise. A
Tree Kernel can then be defined as:

k(T1, T2) =
∑

n1∈N1

∑
n2∈N2

∆(n1, n2),

where:

∆(n1, n2) =
|F|∑
i=1

λsize(i)Ii(n1)Ii(n2).

Here, 0 < λ < 1 is a decay factor that penalizes
contributions from larger fragments cf. smaller
ones.

Again, we can put restrictions on the type of
tree fragment considered for comparison. Collins
and Duffy (2001) defined Subtree kernels, which
considered only subtrees as fragments, and Subset
Tree Kernels (SSTK), where fragments can have
non-terminals as leaves. Later, Moschitti (2006)

introduced the Partial Tree Kernels (PTK), by al-
lowing fragments with partial rule expansions.

Tree kernels were used in a variety of tasks, in-
cluding Relation Extraction (Bloehdorn and Mos-
chitti, 2007; Plank and Moschitti, 2013), Ques-
tion Classification (Moschitti, 2006; Croce et al.,
2011) and Quality Estimation (Hardmeier, 2011;
Hardmeier et al., 2012). Furthermore, soft match-
ing approaches were also used by Bloehdorn and
Moschitti (2007) and Croce et al. (2011).

3.2 Multi-task Kernels
Kernels can also be extended to deal with set-
tings where we want to predict a vector of val-
ues (Álvarez et al., 2012). These settings are use-
ful in multi-task and domain adaptation problems.
Kernels for vector-valued functions are known as
coregionalization kernels in the literature. Here
we are going to refer them as multi-task kernels.

One of the simplest ways to define a kernel for
a multi-task setting is the Intrinsic Coregionaliza-
tion Model (ICM):

K(x,x′) = B⊗ k(x,x′).

where ⊗ denotes the Kronecker product and B
is the coregionalization matrix, encoding task co-
variances. We also denote the resulting kernel
function as K(x,x′) to stress out that its result is
now a matrix instead of a scalar.

Cohn and Specia (2013) used the ICM to model
annotator bias in Quality Estimation datasets.
They parameterize B in a number of differ-
ent ways and get significant improvements over
single-task baselines, especially in post-editing
time prediction. They also point out that the well
known EasyAdapt method (Daumé III, 2007) for
domain adaptation can be modeled by the ICM us-
ing B = 1+I, i.e., a coregionalization matrix with
its diagonal elements equal to 2 and remaining el-
ements equal to 1.

An extension of the ICM is the Linear Model of
Coregionalization (LMC), which assume a sum of
kernels with different coregionalization matrices:

K(x,x′) =
∑
kp∈P

Bp ⊗ kp(x,x′).

where P is the set of different kernels employed.
Álvarez et al. (2012) argue that the LMC is much
more flexible than the ICM because the latter as-
sumes that each kernel contributes equally to the
task covariances.
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4 Planned Work

Our goal in this proposal is to employ GPs and
the kernels introduced in Section 3 to advance
the state-of-the-art in regression and classification
NLP tasks. It would be unfeasible though, at least
for a single thesis, to address all possible tasks so
we are going to focus on three of them where ker-
nel methods were already successfully applied.

4.1 Quality Estimation

The purpose of Machine Translation Quality Esti-
mation is to provide a quality prediction for new,
unseen machine translated texts, without relying
on reference translations (Blatz et al., 2004; Bojar
et al., 2013). A common use of quality predictions
is the decision between post-editing a given ma-
chine translated sentence and translating its source
from scratch.

GP regression models were recently success-
fully employed for post-editing time (Cohn and
Specia, 2013) and HTER2 prediction (Beck et al.,
2013). Both used RBF kernels as the covariance
function so a natural extension is to apply the
structured kernels of Section 3.1. This was already
been done with tree kernels by Hardmeier (2011)
in the context of SVMs.

Multi-task kernels can also be applied for Qual-
ity Estimation in several ways. The model used
by Cohn and Specia (2013) for modelling annota-
tor bias can be further extended for settings with
dozens or even hundreds of annotators. This is a
common setting in crowdsourcing platforms like
Amazon’s Mechanical Turk3.

Another plan is to use multi-task kernels to
combine different datasets. Quality annotation is
usually expensive, requiring post-editing or sub-
jective scoring. Possibilities include combining
datasets from different language pairs or different
machine translation systems. Available datasets
include those used in the WMT12 and WMT13
QE shared tasks (Callison-burch et al., 2012; Bo-
jar et al., 2013) and others (Specia et al., 2009;
Specia, 2011; Koponen et al., 2012).

4.2 Question Classification

A Question Classifier is a module that aims to re-
strict the answer hypotheses generated by a Ques-
tion Answering system by applying a label to the
input question (Li and Roth, 2002; Li and Roth,

2Human Translation Error Rate (Snover et al., 2006).
3www.mturk.com

2005). This task can be seen as an instance of text
classification, where the inputs are usually com-
posed of only one sentence.

Much of previous work in Question Classifica-
tion largely used SVMs combined with structured
kernels. Zhang and Lee (2003) compares String
Kernels based on BOW and n-gram representa-
tions with the Subset Tree Kernel on constituent
trees. Moschitti (2006) show improved results by
using the Partial Tree Kernel and dependency trees
instead of constituency ones. Bloehdorn and Mos-
chitti (2007) combines a SSTK with different soft
matching approaches to encode lexical similarity
on tree leaves. The same soft matching idea is
used by Croce et al. (2011), but applied to PTKs
instead and permitting soft matches between any
nodes in each tree (which is sensible when using
kernels on dependency trees).

Our work proposes to address this task by em-
ploying tree kernels and GPs. Unlike Quality Esti-
mation, this is a classification setting and our pur-
pose is to find if this combination can also improve
the state-of-the-art for tasks of this kind. We will
use the TREC dataset provided by Li and Roth
(2002), which assigns 6000 questions with both a
coarse and a fine-grained label.

4.3 Multi-domain Sentiment Analysis

Sentiment Analysis is defined as “the computa-
tional treatment of opinion, sentiment and subjec-
tivity in text” (Pang and Lee, 2008). In this pro-
posal, we focus on the specific task of polarity de-
tection, where the goal is to label a text as hav-
ing positive or negative sentiment. State-of-the-art
methods for this task use SVMs as the learning al-
gorithm and vary between the feature sets used.

Polarity predictions can be heavily biased on
the text domain. Consider the example showed
by Turney (2002): the word “unpredictable” usu-
ally has a positive meaning in a movie review but
a negative one when applied to an automotive re-
view (in a phrase like “unpredictable steering”, for
instance). One of the first methods to tackle this
issue is the Structural Correspondence Learning
of Blitzer et al. (2007). Their method uses pivot
words shared between domains to find correspon-
dencies in words that are not shared.

A previous work that used structured kernels in
Sentiment Analysis is the approach of Wu et al.
(2009). Their method uses tree kernels on phrase
dependency trees and outperforms bag-of-words
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and word dependency approaches. They also show
good results in cross-domain experiments.

We propose to apply GPs with a combination
of structured and multi-task kernels for this task.
The results showed by Wu et al. (2009) suggest
that tree kernels on dependency trees are a good
approach but we also plan to employ string ker-
nels on this task. This is because string kernels
have demonstrated promising results for text cate-
gorization in past work. Also, considering model
selection is easily dealt by GPs, we can combine
all those kernels in complex and heavily param-
eterized ways, an unfeasible setting for SVMs.
We will use the Multi-Domain Sentiment Dataset
(Blitzer et al., 2007), composed of Amazon prod-
uct reviews in different categories.

4.4 Research Directions

In Section 2.3 we saw how the Bayesian formu-
lation of GPs let us do model selection by maxi-
mizing the marginal likelihood. In fact, one of our
main research directions in this proposal revolves
around this crucial point: because we can easily fit
hyperparameters to the data we have much more
freedom to use richer kernel parameterizations and
kernel combinations. Multi-task kernels are one
example where we usually have a large number of
hyperparameters because we need to fit all the el-
ements of the coregionalization matrix. This num-
ber can get even larger if we have a LMC model,
with multiple coregionalization matrices. Struc-
tured kernels can also be redefined in a richer way:
tree kernels between constituency trees could have
multiple decay hyperparameters, one for each POS
tag. A more extreme example would be to treat
all weights in a string kernel as hyperparameters.
Thus, we plan to investigate these possibilities in
the context of the three tasks detailed before.

As another research direction we also want to
address the issue of scalability. Although GPs al-
ready showed promising results they can be slow
when compared to other well established meth-
ods like SVM. Fortunately there has been a lot
of advancements in the field of sparse GPs in the
last years and we plan to employ them in our
work. A key question is how to combine sparse
GPs with the structured kernels we presented be-
fore. Although it is perfectly possible to select in-
ducing points using greedy methods, it would be
much more interesting to use the pseudo-inputs
approach. However, it is not clear how to do that

in conjunction with non-vectorial inputs, like the
ones we plan to use in structured kernels, and this
is a key direction that we also plan to investigate.

4.5 GP Toolkits
Available toolkits for GP modelling include
GPML4 (Rasmussen and Williams, 2006) and GP-
stuff5 (Vanhatalo et al., 2013), which are written
in Matlab. Our experiments will mainly use GPy6,
an open source toolkit written in Python. It imple-
ments models for regression and binary classifi-
cation, including sparse approximations and many
vectorial kernels. We plan to contribute to GPy
by implementing the structured kernels of Section
3.1, effectively extending it to a GP framework for
NLP.

5 Conclusions and Future Work

In this work we showed a proposal for advancing
the state-of-the-art in a number of NLP tasks by
combining Gaussian Process with structured and
multi-task kernels. Our hypothesis is that highly
parameterized kernel combinations allied with the
fitting methods provided by GPs will result in bet-
ter models for these tasks. We also detailed the
future plans for experiments, including available
datasets and toolkits.

Further research directions that can be explored
by this proposal include the use of GPs in different
learning settings. Models for ordinal regression
(Chu and Ghahramani, 2005) and structured pre-
diction (Altun et al., 2004; Bratières et al., 2013)
were already proposed in the GP literature and a
natural extension is to apply these models for their
corresponding NLP tasks. Another extension is to
employ other kinds of kernels. The literature on
that subject is quite vast, with many approaches
showing promising results.

Acknowledgements

This work was supported by funding from
CNPq/Brazil (No. 237999/2012-9) and from the
EU FP7-ICT QTLaunchPad project (No. 296347).
The author would also like to thank Yahoo for the
financial support and the anonymous reviewers for
their excellent comments.

4www.gaussianprocess.org/gpml/code/
matlab

5becs.aalto.fi/en/research/bayes/
gpstuff

6github.com/SheffieldML/GPy

6



References
Yasemin Altun, Thomas Hofmann, and Alexander J.

Smola. 2004. Gaussian Process Classification for
Segmenting and Annotating Sequences. In Proceed-
ings of ICML, page 8, New York, New York, USA.
ACM Press.
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Gökhan H. Bakır, Carl E. Rasmussen, and
Matthias O. Franz. 2004. Learning Depth from
Stereo. Pattern Recognition, pages 1–8.

Edward Snelson and Zoubin Ghahramani. 2006.
Sparse Gaussian Processes using Pseudo-inputs. In
Proceedings of NIPS.

Matthew Snover, Bonnie Dorr, Richard Schwartz, Lin-
nea Micciulla, and John Makhoul. 2006. A study of
translation edit rate with targeted human annotation.
In Proceedings of AMTA.

Lucia Specia and Atefeh Farzindar. 2010. Estimating
machine translation post-editing effort with HTER.
In Proceedings of AMTA Workshop Bringing MT to
the User: MT Research and the Translation Indus-
try.

Lucia Specia, Nicola Cancedda, Marc Dymetman,
Marco Turchi, and Nello Cristianini. 2009. Estimat-
ing the sentence-level quality of machine translation
systems. In Proceedings of EAMT, pages 28–35.

Lucia Specia. 2011. Exploiting objective annotations
for measuring translation post-editing effort. In Pro-
ceedings of EAMT.

Michalis K. Titsias. 2009. Variational Learning of In-
ducing Variables in Sparse Gaussian Processes. In
Proceedings of AISTATS, volume 5, pages 567–574.

Peter D. Turney. 2002. Thumbs Up or Thumbs
Down?: Semantic Orientation Applied to Unsuper-
vised Classification of Reviews. In Proceedings of
ACL, number July, pages 417–424.

Jarno Vanhatalo, Jaakko Riihimäki, Jouni Hartikainen,
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Abstract

A notably challenging problem related to
event processing is recognizing the rela-
tions holding between events in a text, in
particular temporal and causal relations.
While there has been some research on
temporal relations, the aspect of causality
between events from a Natural Language
Processing (NLP) perspective has hardly
been touched. We propose an annotation
scheme to cover different types of causality
between events, techniques for extracting
such relations and an investigation into the
connection between temporal and causal re-
lations. In this thesis work we aim to focus
especially on the latter, because causality
is presumed to have a temporal constraint.
We conjecture that injecting this presump-
tion may be beneficial for the recognition
of both temporal and causal relations.

1 Introduction

With the rapid growth of information available on
the world wide web, especially in the form of un-
structured and natural texts, information extraction
(IE) becomes one of the most prominent fields in
NLP research. IE aims to provide ways to automat-
ically extract the available information and store
them in a structured representation of knowledge.
The stored knowledge can then be useful for many
NLP applications, such as question answering, tex-
tual entailment, summarization, and focused infor-
mation retrieval systems.

There are several subtasks within information
extraction related to the type of knowledge one
wishes to extract from the text, event extraction be-
ing one of them. Event extraction is considered to
be a non-trivial task, due to the fact that mentions
of an event in text could be highly varied in terms
of sentence construction, and that the attributes de-
scribing an event are usually mentioned in several

sentences. However, the most challenging problem
in the context of event extraction is identifying the
relationship between events.

Events are usually anchored to temporal expres-
sions. The temporal attribute of an event can be
used to determine the temporal relationship be-
tween events. This information can be useful for
the ordering of event sequence in a timeline, e.g.
for the better presentation of news or history texts.
Moreover, in multi-document summarization of
news articles, the relative order of events is impor-
tant to merge and present information from multi-
ple sources correctly.

A more complex type of relationship between
events is causality. Identifying the causal relation
between events is an important step in predicting
occurrence of future events, and can be very ben-
eficial in risk analysis as well as decision making
support.

There is an overlap between causal and tem-
poral relations, since by the definition of causal-
ity, the first event (cause) must happen BEFORE
the second event (effect). We claim that a system
for extracting both temporal and causal relations,
may benefit from integrating this presumption. The
main focus of this research work will be (i) investi-
gating ways to utilize this presumption in building
an integrated event relation extraction system, in
addition to (ii) exploring ways to develop a robust
extraction component for each type of relations
(temporal and causal).

2 Background

In NLP, the definition of an event can be varied de-
pending on the target application. In topic detection
and tracking (Allan, 2002), the term event is used
interchangeably with topic, which describes some-
thing that happens and is usually used to identify a
cluster of documents, e.g. Olympics, wars. On the
other hand, information extraction provides finer
granularity of event definitions, in which events
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are entities that happen/occur within the scope of a
document.

There are several annotation frameworks for
events and temporal expressions that can be viewed
as event models,1 TimeML (Pustejovsky et al.,
2003b) and ACE (Consortium, 2005) being the
prominent ones.

Both TimeML and ACE define an event as
something that happens/occurs or a state that
holds true, which can be expressed by a verb,
a noun, an adjective, as well as a nominaliza-
tion either from verbs or adjectives. Consider
the following passage annotated with events and
temporal expressions (TIMEX). “A Philippine
volcano, dormant EVENT for six centuries TIMEX,
exploded EVENT last Monday TIMEX. During the
eruption EVENT, lava, rocks and red-hot ash are
spewed EVENT onto surrounding villages. The
explosion EVENT claimed EVENT at least 30 lives.”

The most important attribute of TimeML that
differs from ACE is the separation of the repre-
sentation of events and temporal expressions from
the anchoring or ordering dependencies. Instead
of treating a temporal expression as an event ar-
gument, TimeML introduces temporal link annota-
tions to establish dependencies (temporal relations)
between events and temporal expressions (Puste-
jovsky et al., 2003b). This annotation is important
in (i) anchoring an event to a temporal expression
(event time-stamping) and (ii) determining the tem-
poral order between events. This distinctive feature
of TimeML becomes our main consideration in
choosing the event model for our research.

Moreover, TimeML is the annotation framework
used in TempEval-32, the most recent shared task
on temporal and event processing. The ultimate
goal of this evaluation campaign is the automatic
identification of temporal expressions, events, and
temporal relations within a text (UzZaman et al.,
2012).

The main tasks defined in TempEval-3 include:
the automatic extraction of TimeML entities, i.e.
temporal expressions and events, and the end-to-
end automatic extraction of both TimeML enti-
ties and temporal links/relations. The result of
TempEval-3 reported by UzZaman et al. (2013)

1There are other event models based on web ontology
(RDFS+OWL) such as LODE (Shaw et al., 2009), SEM (van
Hage et al., 2011) and DOLCE (Gangemi et al., 2002), which
encode knowledge about events as triples. Such models can
be seen as ways to store the extracted knowledge to perform
the reasoning on.

2
http://www.cs.york.ac.uk/semeval-2013/task1/

shows that even though the performances of sys-
tems for extracting TimeML entities are quite good
(>80% F-score), the overall performance of end-
to-end event extraction systems suffers from the
low performance of the temporal relation extrac-
tion system. The state-of-the-art performance on
the temporal relation extraction task yields only
around 36% F-score. This becomes the main rea-
son of focusing our research on the extraction of
event relations.

3 Research Problem

We consider two types of event relations to be ex-
tracted from text, which are temporal relations and
causal relations. Causal relations are related to
temporal relations since there is a temporal con-
straint in causality, i.e. the cause must precede the
effect. Considering this presumption, and the as-
sumption that there are good enough systems to
extract temporal expressions and events, we define
two main problems that will be addressed in this
research work:

1. Given a text annotated with entities (temporal
expressions and events), how to automatically
extract temporal and causal relations between
them.

2. Given the temporal constraint of causality,
how to utilize the interaction between tempo-
ral relations and causal relations for building
an integrated event relation extraction system
for both types of relations.

4 Research Methodology

There are several aspects of the mentioned prob-
lems that will become our guidelines in continuing
our research in this topic. The following sections
will give a more detailed description of these as-
pects including the arising challenges, some pre-
liminary results to address the challenges and our
future research directions.

4.1 Temporal Relation Extraction

As previously mentioned, we consider the TimeML
annotation framework because it explicitly encodes
the temporal links between entities (events and tem-
poral expressions) in a text. In TimeML, each tem-
poral link has a temporal relation type assigned to
it. There are 14 types of temporal relations speci-
fied in TimeML version 1.2.1 (Saurı́ et al., 2006),
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which are defined based on Allen’s interval algebra
(Allen, 1983), as illustrated in Table 1.

a |———| a is BEFORE b
b |———| b is AFTER a

a |———| a is IBEFORE b
b |———| b is IAFTER a

a |——| a BEGINS b
b |————| b is BEGUN BY a

a |——| a ENDS b
b |————| b is ENDED BY a

a |——| a is DURING b
b |——————| b is DURING INV a
a |——————| a INCLUDES b

b |——| b IS INCLUDED in a
a |———|

a is SIMULTANEOUS with b
b |———|
a |———| b a is IDENTITY with b

Table 1: Temporal relations in TimeML annotation

Recalling the low performances of currently
available systems on the temporal relation extrac-
tion task, including the state-of-the-art systems ac-
cording to TempEval-3, it is still insufficient to use
the existing temporal relation extraction systems
to support real world applications, such as creat-
ing event timelines and temporally-based question
answering. Therefore, as the first step we take as
an objective finding ways to improve the current
state-of-the-art performance on temporal relation
extraction task.

The common approach towards temporal rela-
tion extraction is dividing the task into two sub-
tasks: identifying the pairs of entities having a tem-
poral link and determining the relation types. The
problem of identifying the entity pairs is usually
simplified. In TempEval-3, the possible pairs of
entities that can have a temporal link are defined as
(i) main events of consecutive sentences, (ii) pairs
of events in the same sentence, (iii) an event and a
time expression in the same sentence, and (iv) an
event and the document creation time (UzZaman
et al., 2013). The problem of determining the label
of a given temporal link is usually regarded as a
classification problem. Given an ordered pair of
entities (e1, e2) that could be either event-event,
event-timex or timex-timex pair, the classifier has
to assign a certain label representing the temporal
relation type.

We focus on the latter subtask of classifying
temporal relation types, assuming that the links
between events and time expressions are already
established. Several recent works have tried to ad-
dress this complex multi-class classification task
by using sophisticated features based on deep pars-

ing, semantic role labelling and discourse parsing
(D’Souza and Ng, 2013; Laokulrat et al., 2013). In
Mirza and Tonelli (2014) we have shown that a sim-
pler approach, based on lexico-syntactic features,
can achieve comparable results.

A classification model is trained for each cate-
gory of entity pair, i.e. event-event, event-timex
and timex-timex, as suggested in several previous
works (Mani et al., 2006; Chambers, 2013). How-
ever, because there are very few examples of timex-
timex pairs in the training corpus, it is not possible
to train a classifier for these particular pairs. More-
over, they only add up to 3.2% of the total number
of extracted entity pairs; therefore, we decided to
disregard these pairs.

We follow the guidelines and the dataset pro-
vided by the organizers of TempEval-3 so that we
can compare our system with other systems partici-
pating in the challenge. The TBAQ-cleaned corpus
is the training set provided for the task, consisting
of the TimeBank (Pustejovsky et al., 2003a) and
the AQUAINT corpora. It contains around 100K
words in total, with 11K words annotated as events
(UzZaman et al., 2013).

Simple Feature Set. We implement a number of
features including the commonly used ones (UzZa-
man et al., 2013), which take into account morpho-
syntactic information on events and time expres-
sions, their textual context and their attributes.
Other features rely on semantic information such
as typical event durations and explicit temporal
connective types. However, we avoid complex pro-
cessing of data. Such semantic information is based
on external lists of lexical items and on the output
of the addDiscourse tagger (Pitler and Nenkova,
2009). We build our classification models using the
Support Vector Machine (SVM) implementation
provided by YamCha3.

We perform feature engineering in order to se-
lect from our initial set of features only those that
improve the accuracy of the classifiers. This allows
us to select the best classification models for both
event-event pairs and event-timex pairs.

Inverse Relations and Closure. Motivated by the
finding of Mani et al. (2006) that bootstrapping the
training data through a temporal closure method
results in quite significant improvements, we in-
vestigate the effect of enriching the training data
with inverse relations and closure-based inferred

3
http://chasen.org/∼taku/software/yamcha/
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relations.
However, we adopt a simpler approach to obtain

the closure graph of temporal relations, by applying
the transitive closure only within the same relation
type, e.g. e1 BEFORE e2 ∧ e2 BEFORE e3→ e1

BEFORE e3. It produces only a subset of the rela-
tions produced by the temporal closure (Verhagen,
2005; Gerevini et al., 1995). The problem of find-
ing the transitive closure of a directed acyclic graph
can be reduced to a boolean matrix multiplication
(Fischer and Meyer, 1971).

Training data event-event event-timex
TBAQ 48.28% 73.82%

TBAQ-I 47.77% 74.45%
TBAQ-IC 46.39% 74.45%

Table 2: Classifier accuracies with different
training data: TBAQ (TimeBank+AQUAINT),
TBAQ-I (TBAQ+inverse relations) and TBAQ-IC
(TBAQ+inverse relations+transitive closure).

Evaluation and Analysis. Our test data is the
newly annotated TempEval-3-platinum evaluation
corpus provided by TempEval-3 organizers, so that
we can compare our system with other systems
participating in the task. First, to investigate the
effect of enriching the training data with inverse
relations and transitive closure, we evaluate the sys-
tem performance trained with different datasets, as
shown in Table 2. A randomization test between
the best performing classifier and the others shows
that by extending the training data with inverse
relations and transitive closure, the improvement
are not significant. Applying inverse relations and
transitive closure extends the number of training in-
stances but makes the already skewed dataset more
imbalanced, thus it does not result in a significant
improvement.

We then train our classifiers for event-event pairs
and event-timex pairs by exploiting the best feature
combination and using the best reported dataset
for each classifier as the training data. The two
classifiers are part of our temporal classification
system called TRelPro.

Compared with the performances of other sys-
tems participating in TempEval-3 reported in UzZa-
man et al. (2013), TRelPro is the best performing
system both in terms of precision and of recall.
The result of our system using simpler features
confirms the finding reported in UzZaman et al.
(2013), that a system using basic morpho-syntactic
features is hard to beat with systems using more

complex semantic features, if not used properly.

System F1 Precision Recall
TRelPro 58.48% 58.80% 58.17%
UTTime-1, 4 56.45% 55.58% 57.35%
UTTime-3, 5 54.70% 53.85% 55.58%
UTTime-2 54.26% 53.20% 55.36%
NavyTime-1 46.83% 46.59% 47.07%
NavyTime-2 43.92% 43.65% 44.20%
JU-CSE 34.77% 35.07% 34.48%

Table 3: TempEval-3 evaluation on the classifica-
tion of temporal relation types

4.2 Causal Relation Extraction
Unlike the temporal order that has a clear defini-
tion, there is no consensus in the NLP community
on how to define causality. Causality is not a lin-
guistic notion, meaning that although language can
be used to express causality, causality exists as
a psychological tool for understanding the world
independently of language (van de Koot and Neele-
man, 2012). There have been several attempts in
the psychology field to model causality, including
the counterfactual model (Lewis, 1973), proba-
bilistic contrast model (Cheng and Novick, 1991;
Cheng and Novick, 1992) and the dynamics model
(Wolff and Song, 2003; Wolff et al., 2005; Wolff,
2007), which is based on Talmy’s force dynamic
account of causality (Talmy, 1985; Talmy, 1988).

In information extraction, modelling causality
is only the first step in order to have guidelines
to recognize causal relations in a text. In order
to have an automatic extraction system for causal
relations (particularly using a data-driven approach)
and most importantly to evaluate the performance
of the developed extraction system, it is important
that a language resource annotated with causality
is available.

Even though there are several corpora anno-
tated with causality, e.g. Penn Discourse Tree-
bank (PDTB) (Prasad et al., 2007) and PropBank
(Palmer et al., 2005),4 we are not aware of any
standard benchmarking corpus for evaluating event
causality extraction, as it is available for temporal
relations in TimeML. This motivates us to create
a language resource annotated with both temporal
and causal relations in a unified annotation scheme,
for the main purpose of investigating the interac-
tion between both types of relations. It becomes
the objective of the second stage of our research, in

4PDTB annotates causality between related clauses, while
PropBank annotates causality between a verb and its cause
clause.
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addition to building an automatic extraction system
for event causality using the developed corpus.

In Mirza et al. (2014) we have proposed annota-
tion guidelines for causality between events, based
on the TimeML definition of events, which consid-
ers all types of actions (punctual and durative) and
states as events. Parallel to the <TLINK> tag in
TimeML for temporal relations, we introduced the
<CLINK> tag to signify a causal link. We also
introduced the notion of causal signals through the
<C-SIGNAL> tag, parallel to the <SIGNAL> tag
in TimeML indicating temporal cues.

C-SIGNAL. C-SIGNAL is used to mark-up textual
elements signalling the presence of causal relations,
which include all causal uses of: prepositions (e.g.
because of, as a result of, due to), conjunctions
(e.g. because, since, so that), adverbial connectors
(e.g. so, therefore, thus) and clause-integrated ex-
pressions (e.g. the reason why, the result is, that is
why).

CLINK. A CLINK is a directional relation where
the causing event is the source (indicated with S
in the examples) and the caused event is the target
(indicated with T). The annotation of CLINKs also
includes the c-signalID attribute, with the value of
the ID of C-SIGNAL marking the causal relation
(if available).

Wolff (2007) has shown that the dynamics model
covers three main types of causal concepts, i.e.
CAUSE, ENABLE and PREVENT. The model has
been tested by linking it with natural language,
Wolff and Song (2003) show that the three causal
concepts can be lexicalized as verbs : (i) CAUSE-
type verbs, e.g. cause, prompt, force; (ii) ENABLE-
type verbs, e.g. allow, enable, help; and (iii)
PREVENT-type verbs, e.g. block, prevent, restrain.
Its connection with natural language becomes the
main reason of basing our annotation guidelines
for causality on the dynamics model.

We limit the annotation of CLINKs to the pres-
ence of an explicit causal construction linking two
events, which can be one of the following cases:

1. Expressions containing affect verbs (affect,
influence, determine, change), e.g. Ogun ACN
crisis S influences the launch T of the All Pro-
gressive Congress.

2. Expressions containing link verbs (link, lead,
depend on), e.g. An earthquake T in North
America was linked to a tsunami S in Japan.

3. Basic construction of causative verbs, e.g.

The purchase S caused the creation T of the
current building.

4. Periphrastic construction of causative
verbs, e.g. The blast S caused the boat to
heel T violently, where the causative verb
(caused) takes an embedded verb (heel) ex-
pressing a particular result.

5. Expressions containing causative conjunc-
tions and prepositions, which are annotated
as C-SIGNALs.

Note that for causative verbs we consider sets of
verbs from all types of causal concepts including
CAUSE-type, ENABLE-type and PREVENT-type
verbs.

Manual Annotation of Event Causality. Having
the annotation guidelines, we are about to complete
the annotation of event causality. We have anno-
tated a subset of training corpus from TempEval-3
used in the temporal relation extraction, i.e. Time-
Bank. The agreement reached by two annotators on
a subset of 5 documents is 0.844 Dice’s coefficient
on C-SIGNALs (micro-average over markables)
and 0.73 on CLINKs.

After completing causality annotation, the next
step will be to build an automatic extraction system
for causal relations. We will consider to use a su-
pervised learning approach, as well as the similar
features employed for temporal relation classifica-
tion task, in addition to lexical information (e.g.
WordNet (Fellbaum, 1998), VerbOcean (Chklovski
and Pantel, 2004)) and the existing causal signals.

4.3 Integrated Event Relation Extraction

During the last stage of our research work, we will
investigate the interaction between temporal and
causal relations, given the temporal constraint of
causality. The ultimate goal is to build an integrated
event relation extraction system, that is capable of
automatically extracting both temporal and causal
relations from text.

Few works have investigated the interaction be-
tween these two types of relations. The corpus
analysis conducted by Bethard et al. (2008) shows
that although it is expected that almost every causal
relation would have an underlying before relation,
in reality, 32% of causal relations in the corpus are
not accompanied by underlying before relations.
One of the possible causes is that the considered
event pairs are conjoined event pairs under the am-
biguous and conjunctive.
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Consider the sentence “The walls were
shaking T because of the earthquake S.” Looking
at the explicit causal mark because, there is a causal
relation between the events shaking and earthquake.
However, according to Allen’s interval algebra or
the TimeML annotation framework we cannot say
that event earthquake occurred BEFORE the event
shaking, because both events happen almost at
the same time (could be SIMULTANOUS), and in
both frameworks there is no overlap in BEFORE
relations. During our manual annotation process,
we encountered the case where the cause event
happens after the effect, as in “Some analysts
questioned T how much of an impact the retirement
package will have, because few jobs will end S
up being eliminated.” Further investigations are
needed to address this issue.

Rink et al. (2010) makes use of manually anno-
tated temporal relation types as a feature to build
a classification model for causal relations between
events. This results in 57.9% of F1-Score, 15% im-
provement of performance in comparison with the
system without the additional feature of temporal
relations. The significant increase of performance
proves that the temporal relations between causal
events have a significant role in discovering causal
relations. On the other hand, a brief analysis into
our preliminary result on temporal relation extrac-
tion shows that there is a possibility to employ
causality to improve the temporal relation classifi-
cation of event-event pairs, specifically to reduce
the number of false positives and false negatives of
BEFORE and AFTER relations scored by the sys-
tem. Our hypothesis is that temporal and causal
relations can be of mutual benefit to the extraction
of each other.

Taking into account different classification
frameworks and possible configurations for the in-
tegrated system, for example, cascading the tempo-
ral and causal relation extraction systems, or one
system for both relation types in one pass, we will
explore the possibilities and evaluate their perfor-
mances. Furthermore, there is a possibility to ex-
ploit a global optimization algorithm, as explored
by Chambers and Jurafsky (2008) and Do et al.
(2012), to improve the performance of a pairwise
classification system.

One possible classification algorithm under our
considerations, which can be used for extracting
both temporal and causal relations in one pass,
is General Conditional Random Fields (CRFs).

General CRFs allow us to train a classification
model with arbitrary graphical structure, e.g. a
two-dimensional CRF can be used to perform both
noun phrase chunking and PoS tagging at the same
time. And its skip-chain mechanism allows us to
create a chain of entity pairs, which may improve
the classification performance.

5 Conclusion

Event extraction has become one of the most in-
vestigated tasks of information extraction, since
it is the key to many applications in natural lan-
guage processing such as personalized news sys-
tems, question answering and document summa-
rization. The extraction of relations that hold be-
tween events is one of the subtasks within event ex-
traction gaining more attention in the recent years,
given the beneficial and promising applications.

We have presented a research plan covering the
topic of automatic extraction of two event relation
types, i.e. temporal and causal relations, from natu-
ral language texts. While there has been a clearly
defined framework for temporal relation extraction
task, namely TempEval-3, there is none for causal
relation extraction. Furthermore, since causality
has a temporal constraint, we are interested in in-
vestigating the interaction between temporal and
causal relations, in the context of events.

We propose a three-stage approach to cover this
research topic. The first stage includes improv-
ing the state-of-the-art performance on temporal
relation extraction. During the second stage we
propose an annotation scheme to create a corpus
for causal relations, based on the established anno-
tation framework for events and temporal relations,
namely TimeML. The created language resource
will then be used to build the automatic extraction
system for causal relations, and also to provide
the benchmarking evaluation corpus. Finally, the
last stage includes investigating the interaction be-
tween temporal and causal relations, in order to
build an integrated system for event relation ex-
traction, which is the ultimate goal of this research
work.
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Abstract

Translation of discourse relations is one
of the recent efforts of incorporating dis-
course information to statistical machine
translation (SMT). While existing works
focus on disambiguation of ambiguous
discourse connectives, or transformation
of discourse trees, only explicit discourse
relations are tackled. A greater challenge
exists in machine translation of Chinese,
since implicit discourse relations are abun-
dant and occur both inside and outside a
sentence. This thesis proposal describes
ongoing work on bilingual discourse anno-
tation and plans towards incorporating dis-
course relation knowledge to a Chinese-
English SMT system with consideration of
implicit discourse relations. The final goal
is a discourse-unit-based translation model
unbounded by the traditional assumption
of sentence-to-sentence translation.

1 Introduction

Human translation is created at document level,
suggesting that translation of a particular sentence
depends also on the ‘discourse structure’. Re-
cently, some MT researchers have started to ex-
plore the possibility to incorporate linguistic in-
formation outside the sentence boundary for MT,
such as topical structure, coreference chains, and
lexical coherence. Among various discourse struc-
tures, discourse relations, also known as coher-
ence relations, are meaningful relations connect-
ing text segments and are crucial to the human
cognitive processing as well as memory of texts
(Sanders and Noordman, 2000). These relations
can be explicitly marked in a text by signaling
phrases or implicitly implied. Even when they
are explicit, some markers are ambiguous and
do not always signal the same relation. In ad-
dition, strategies to represent discourse relations

vary across languages. It is thus a challenging task
to correctly translate discourse relations.

This thesis proposal presents my plan to-
wards building a discourse-relation-aware ma-
chine translation system translating from Chinese
to English. In particular, I would like to focus on
modeling the translation of implicit discourse re-
lations, which has not yet been exploited to date
to my knowledge, but is yet a noticeable problem
since implicit discourse relations are abundant in
Chinese. According to the statistics of the bilin-
gual discourse annotation in progress, about 1/4 of
the Chinese implicit DCs are translated to explicit
DCs in English.

A reasonable initial attempt to learn discourse-
relation-aware translation rules is a knowledge-
based approach based on an annotated corpus.
This proposal describes my ongoing work on an-
notating and cross-lingually aligning discourse re-
lations in a Chinese-English translation corpus, as
well as my plans to incorporate the resulting lin-
guistic markup into an SMT system. Motivated by
the characteristics of long Chinese sentences with
multiple discourse segments, a further direction of
the research is to translate in units of discourse
segments instead of sentences.

Section 2 gives an overview of existing litera-
ture. Section 3 explains the motivations behind my
research on discourse relations for MT. Section 4
describes my ongoing work of bilingual discourse
annotation, followed by statistics to date . Section
5 present my plans for next steps. Finally, a con-
clusion is drawn in Section 6.

2 Survey

2.1 English discourse processing

There are a number of discourse-annotated En-
glish resources, including the ‘RST Treebank’
(Carlson et al., 2001) and the ‘Discourse Graph-
Bank’ (Wolf and Gibson, 2005), which consist
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of 385 and 135 articles respectively. Recent dis-
course research often make use of the large-scaled
Penn Discourse Treebank (PDTB) (Prasad et
al., 2008). Departed from annotation using pre-
defined discourse relations, such as ‘Rhetorical
Structure Theory’ (Mann and Thompson, 1988),
PDTB introduces a lexically-ground formalism
to annotate discourse relations by identifying
the discourse connectives (DCs). An example is
shown in the following.

Example 1: Since McDonald’s menu prices
rose this year, the actual decline may have been
more. (PDTB 1280)

‘Since’ is an explicit DC taking the italic seg-
ment as the first argument (Arg1), and the bolded
segment as the second argument (Arg2), which is
syntactically attached to the DC. Implicit DCs are
inserted by annotators between adjacent sentences
of the same paragraph to represent inferred dis-
course relations. Each DC is annotated with de-
fined senses classified into 3 levels of granularity.

PDTB allows evaluation of English discourse
parsing tasks and disambiguation tasks (Pitler and
Nenkova, 2009; Lin et al., 2010), which reveal
that implicit discourse relations are much harder to
learn than explicit discourse relations (Pitler et al.,
2009; Zhou et al., 2010). For example, classifica-
tion of the 4 main relation senses (temporal, con-
tingency, comparison, expansion) reaches 94% ac-
curacy for explicit relations (Pitler and Nenkova,
2009), but only range from F-scores of 20% for
‘temporal’ to 76% for ‘expansion’ relations, pos-
sibly due to unbalanced number of training in-
stances (Pitler et al., 2009; Zhou et al., 2010).

2.2 Chinese discourse processing

Schemes for Chinese discourse annotation have
been proposed in the existing literature (Xue,
2005; Zhou and Xue, 2012) but the corresponding
resource is not yet available. Zhou et al. (2012)
proposed to project English discourse annotation
and classification algorithms to Chinese data, but
the transfer was based on automatic word align-
ment and machine translation results. Works in
Chinese discourse parsing report F-scores of 64%
in classification of inter-sentence discourse rela-
tions and 71% in 2-way classification of intra-
sentence contingency and comparison relations
(Huang and Chen, 2011; Huang and Chen, 2012),

training on a moderately sized (81 articles) corpus
and considering explicit and implicit relations col-
lectively. Corelation between discourse relation
and sentiment was also explored based on anno-
tated data (Huang et al., 2013).

2.3 Discourse relations in SMT

Earlier studies of discourse relations in MT in-
cludes Marcu et al. (2000), which proposed a
discourse transfer model to re-construct the tar-
get discourse tree from the source discourse tree,
parsed by the (RST). However, incorporation to
an SMT system was not discussed in the work.
Recent works focus on the translation of ambigu-
ous DCs, such as ‘since’ in the temporal sense vs.
‘since’ in the reason sense. This is achieved by
annotating the DCs in the training data by ‘trans-
lation spotting’, which is to manually align the
DCs of the source text to their translation in the
target text, either occurring as DCs or other ex-
pressions (Meyer et al., 2011; Popescu-Belis et al.,
2012; Meyer et al., 2012; Meyer and Polakova,
2013; Cartoni et al., 2013). Experiments of these
works have been conducted in English-to-French,
Czech and German translation and only explicit
DCs were considered.

Tu et al. (2013) proposed a framework for
Chinese-to-English translation, in which the
source text is automatically parsed by an RST
parser and translation rules are extracted from
the source discourse trees aligned with the target
strings. An improvement of 1.16 BLEU point is
reported, considering only intra-sentential explicit
relations.

Meyer et al. (2012) found that the translation of
DC improves by up to 10% disregarded of BLEU,
which stays around the baseline system score.
To detect the improvement, they used a metric
known as ACT (Accuracy of Connective Transla-
tion) (Hajlaoui and Popescu-Belis, 2012; Hajlaoui
and Popescu-Belis, 2013), which relies on bilin-
gual word alignment and a dictionary of DCs. In
the setting, missing/additional DC (i.e. potential
implicitation/explicitation of discourse relations)
are to be checked manually for the validity.

3 Motivation

The motivation behind a discourse-relation-aware
translation model for Chinese is two-fold. First
of all, on top of ambiguous discourse connectives
as in other languages, Chinese documents contain
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abundant implicit connectives (Xue, 2005). In par-
ticular, complex sentences often occur in the form
of ‘running sentences’, in which loose clauses run
in a sequence separated by commas yet without
explicit connectives. Such sentence structures are
used to represent the temporal or reasoning or-
der or related events, or simply to achieve con-
sistent rhythmic patterns. In contrast, syntactical
constraint is prominent in English and this kind
of ‘paratactic’ structures only occur as occasional
rhetorical measures. In other cases, relations be-
tween clauses within a sentence are marked by co-
ordinating or subordinating conjunctions in order
to maintain an intact sentence structure.

Another motivation is that translation in
units of sentences is not always preferable in
Chinese-English translation. In fact, each comma-
separated segment of a ‘running sentence’ can
be considered as an elementary discourse units
(EDU) (Yang and Xue, 2012; Zhou and Xue,
2012) and aligned across the two languages.
In current SMT models, sentence splitting is
the result of the language model or translation
rules containing periods or sentence initial
markers. A long Chinese ‘running sentence’
is typically translated to one English sentence
with ‘comma splices’ (ungrammatical commas
between complete sentences without connecting
by conjunctions). On the other hand, discourse
structure provides clues to split the source sen-
tence. It is because some DCs only relate EDUs
within the same sentences (e.g. ’but’, ‘because’)
while some only relate with the previous sentence
(e.g. ‘however’, ‘in addition’)(Stepanov and
Riccardi, 2013).

Example 2 shows two versions of English trans-
lation of a Chinese sentence as output by Google
Translate. Note that in the original Chinese
sentence, all the DCs are omitted to achieve a
quadruplet pattern. Implicit DCs, represented by
glossed words in brackets, can be inserted to each
comma-separated clause to signal the discourse
relations. Without explicit DCs, the MT output
(MT original) results in a sequence of broken
clauses, whereas with inserted DCs (MT w/DC),
the clauses are joined by the translated DCs to
a complete sentence. In addition, the dropped
pronoun ‘you’ is properly generated, potentially
due to improvement in syntactical parsing of the
source sentence.

Example 2
Source: (如果-if)交納稅款有困難的，(便-
then)可暫緩積欠，(但是-but)新稅不欠，(而且-
furthermore)掛稅免罰，(並-and)逐年繳清。
MT original: Difficult to pay taxes, may suspend
arrears, the new tex is not owed, penalties linked
tax free, paid annually.
MT w/DC: If you have difficulty to pay taxes, you
can suspend the arrears, but the new tax is not
owed and taxes linked to impunity and paid an-
nually.
Ref: Those having difficulty paying taxes can tem-
porarily postponing old debt but not owing on new
taxes, and suspending taxes and waiving fines,
and paying off year by year.
(adapted from Chinese Tree Bank Art.89)

4 Work in progress: Cross-lingual
annotation of discourse relations

Towards building a statistical machine translation
system that tackles discourse relations specifically,
I started manually annotating a Chinese-English
translation corpus with discourse relations. The
purpose of annotation is not only to create data but
also to understand the problems in Chinese dis-
course processing and translation. The completed
annotation is planned to be released.

Comparing with representation of discourse re-
lations by analytical definitions, the PDTB-styled
association of discourse relations to lexical con-
nectives is more compatible to the procedures
of statistical machine translation. Therefore, the
PDTB convention is adopted for the annotation of
connectives on both sides of the parallel corpus.
Instead of sense annotation, the DCs are aligned
in similar manner as the ‘translation spotting’ ap-
proach (Meyer et al., 2011; Popescu-Belis et al.,
2012; Cartoni et al., 2013). In other words, the
‘senses’ are disambiguated by the translation of
the DCs. The data used is the English Chinese
Translation Treebank (Bies et al., 2007), which
consists of 325 Chinese news stories translated
into 146,300 words of English. Adaptations made
to capture the cross-lingual difference in discourse
relations are explained in the following.

4.1 EDU segmented by punctuations
In the PDTB, the span of each EDU (Arg1 or
Arg2), which can range from a single noun to mul-
tiple sentences, are manually annotated. While
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each WSJ paragraph1 contains three sentences on
average, the typical ‘running sentences’ in Chi-
nese are exceptionally long. It is hard for an-
notators to agree on an EDU span, and neither
does it have direct effect on the DC translation.
Therefore, I follow previous works (Yang and
Xue, 2012; Zhou and Xue, 2012) and consider a
segment separated by Chinese punctuations, espe-
cially commas, as the span of an EDU.

Nonetheless, there are exceptions since Chinese
commas are used arbitrarily to signify ’pauses’ in
the sentence. Three original tags are defined to an-
notate the exceptions: ‘ATTribution’ , ‘initialized
ADVerbial’, and ‘OPTional comma’ (refer to Ta-
ble 1). These are designed for training of auto-
matic EDU segmentation.

4.2 Explicit DCs

After recognizing a valid EDU on the source
text, explicit DC(s) in the EDU are tagged ‘EXP’
and aligned to their translation on the target side,
which are not necessarily explicit DCs. In con-
trast with the defined list of subordinating con-
junctions, coordinating conjunctions and adver-
bials, DCs are not limited to any syntactical cat-
egories in this scheme so as to improve the cover-
age of cross-lingual annotation. For example, ‘at
the same time’ and ‘in spite of the fact that’ are an-
notated as DC instances, since they function as the
DCs ‘simultaneously’ and ‘although’ respectively,
independent of context.

In addition, conjunctions between VP construc-
tions, which are not annotated in the PDTB, are
also annotated as explicit DCs. It is because sub-
jects are often dropped in Chinese and many EDUs
will be ignored if VP constructions are excluded.

4.3 Discourse markers alternative to DCs

Discourse relations can be explicitly marked by
non-DC expressions that are context dependent.
Following the PDTB scheme, the ‘ALTLex’ tag
is used to annotate such alternative lexicalization
of discourse relations. However, with a loose defi-
nition of DC, few alternative expressions are iden-
tified. Therefore, the ‘ALT’ tag is defined only
on the English side, which particularly serves to
mark non-DC translation of Chinese DCs. Typi-
cally, English prepositions are tagged ‘ALT’ and
aligned to Chinese DCs that do not correspond
with any English DCs. For example, ‘ 透過’ is

1A paragraph is considered an independent document in
the PDTB. This annotation scheme follows this assumption.

a common DC for the ‘method’ relation, yet there
is not a DC for this relation in English and thus it
is often translated to ‘by’ or ‘through’.

4.4 Categorization of DCs
It is observed that subtly different DCs need not
be distinguished for translation, thus they are an-
notated as variations of a same DC. For exam-
ple, explicit occurrences of ‘in addition’, ‘addi-
tionally’, ‘moreover’, ‘furthermore’ and ‘besides’,
all listed as distinct DCs in PDTB, are annotated
as instances of ‘in addition’, and ‘但是’, ‘可是’,
‘ 然而’, ‘ 不過’ as instances of ‘ 但是’ (literally
‘but’). An unambiguous DC is used to represent
the DC type, such as ‘since’ as an instance of ‘be-
cause’ but not the reverse.

Assigning DCs variations to an unambiguous
type can serve as sense annotation without an ab-
stract taxonomy of senses. External DC lexicon
can also be flexibly added by registering new DC
entries to existing categories. On the other hand,
DCs that are not interchangeable in the syntactical
context, such as ‘but’ and ‘however’, are treated as
distinct DC types in order to deduce discriminative
translation rules.

4.5 Implicit DCs
In order to produce translation rules for all dis-
course relations, including the unmarked ones, im-
plicit DCs (IMP) are inserted after all explicit DCs
are identified in the Chinese EDU. A correspond-
ing implicit DC is also inserted, if possible, as
translation of a Chinese DC (explicit or implicit)
when explicit translation is not identified. Note
that implicit DCs are always annotated by a DC
type instead of a variation to avoid ambiguity.

The IMP tag is used to annotate parallel DC
structures in Chinese. Most Chinese discourse re-
lations are marked by ‘parallel DCs’, which are
similar to English patterns such as ‘either...or’,
’if...then’, ‘not only...but also’. However, one or
both DCs in the parallel structure can be dropped
in Chinese. The dropped DCs are inserted as IMP
and aligned to the English side.

After the first round of the annotation, another
annotator is to repeat the annotation with the set of
DCs recognized by the first annotator. Since im-
plicit discourse relations lack lexical signals, the
annotator agreement is lower (72% for English
(Miltsakaki et al., 2004)). I plan to include im-
plicit DC annotations of both annotators as multi-
ple readings or coexisting DCs of the implicit re-
lations, thus multiplying the training instances.
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4.6 Redundancy
Usually, two EDUs are related by one DC in En-
glish, thus only one of the Chinese parallel DCs
is translated to explicitly. To learn this transla-
tion rule, the untranslated DC is thus aligned to
a‘REDundant’ tag attached to the corresponding
English EDU. To mark Chinese DCs that always
occur independently rather than in parallel struc-
ture, the EDU without a DC is also annotated as
‘RED’. The various types of tags for DC annota-
tion are summarized in Table 1.

Tags for aligned ‘DC’
Chinese English
EXP EXP explicit DC identified
IMP IMP implicit DC insertable
- ALT expressions alternative to DC
RED RED ungrammatical to insert DC

Tags for Non-EDU Chinese segments
ATT source of attribution
ADV adverbial initialized
OPT optional comma for a rhythmic pause

Table 1: Tags for Chi-Eng DC annotations

4.7 Primary analysis of the annotation
To date, 82 articles (about 33000 English words,
about 1/3 of the complete dataset) have been an-
notated, giving rise to 2050 aligned discourse rela-
tions. In addition, 486 punctuation-separated seg-
ments on the Chinese side have been identified as
non-EDU segments. 59 DC types for Chinese and
47 for English have been identified.

Chi -/- Eng EXP. ALT. IMP. RED. Total
EXP. 291 68 23 49 431
IMP. 396 144 770 261 1561
RED. 6 0 0 52 58
Total 693 212 783 362 2050
attribute - - - - 211
optional - - - - 89
adverbial - - - - 186
Total - - - - 486

Table 2: Distribution of alignment between differ-
ent ‘DC’ types

The distribution of alignments between these
types is shown in Table 2. Although the statis-
tics are not directly comparable to other existing
data due to difference in definitions, it agrees with
previous findings that implicit DCs are abundant

in Chinese (Zhou and Xue, 2012). According to
the present data, about 1/4 of the implicit DCs are
translated to explicit DCs in English. However,
more than half are not explicitly translated (im-
plicit or redundant). This suggests that implicit
DC recovery can be focused on the those that are
likely to be translated explicitly.

It is also observable that explicit Chinese DCs
are mostly translated to an explicit DC in English,
while about 1/6 of them are translated to non-
DC expressions. As mentioned, these are mostly
prepositions corresponding to discourse relations
that are not defined by any DCs in English. This
suggests that bilingual discourse annotation can
recover a larger variation of universal discourse
relations than monolingual annotation. Further ex-
ploratory analysis will be conducted to investigate
the tendency in discourse relation markedness and
alignment, so as to define informative linguistic
features for model training.

Currently, I am using the MAE annotation
tool(Stubbs, 2011). The annotation effort can be
lightened by developing an interface that assists
the multilingual annotation task by, for example,
automatic EDU segmentation (to be reviewed by
annotators) and automatic identification and pre-
alignment of DCs based on a DC dictionary.

5 Future plans

The key of this research is to integrate the an-
notated discourse knowledge into an SMT sys-
tem. Integration of document level parse to MT,
as described in Marcu et al. (2000) for Japanese-
to-English translation, is complicated. In addi-
tion, comparing with Japanese, the word order in
Chinese and English are not drastically different.
Therefore, I plan to make use of information from
DC-based shallow discourse parse. My main tasks
towards this system include:

1. Cross-lingual DC annotation
2. EDU segmentation
3. Prediction of source implicit DCs
4. Integration to SMT system
5. DC-aware MT evaluation

A flowchart of these tasks is shown in Figure 1 and
explained in the following.

5.1 EDU segmentation

Discourse parsing can be divided to the tasks
of DC identification and argument identification,
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Figure 1: Main tasks for proposed DC-aware SMT system.

where the latter can be further divided into argu-
ment position and argument span identification. In
Chinese, a punctuation-separated segment is ba-
sically considered an EDU, so the span is fixed.
The exceptional cases of commas not segmenting
an EDU are annotated in the dataset and can be
predicted in a binary classification task using lex-
ical and syntactical features, as in Yang and Xue
(2012). On the other hand, a text segment can
contain more than one EDU when there are mul-
tiple DCs, thus further segmentation is necessary
depending on DC identification.

5.2 Prediction of source implicit DCs

One focus of this research is to explicitize implicit
Chinese DCs when translating to English. I plan to
construct a model to predict implicit discourse re-
lations in the Chinese source text. Previous works
on Chinese discourse relation recognitions (Yue,
2006; Huang and Chen, 2011) provide insights on
the prediction task and the DC annotated corpus
provides data for supervised training. Although
state-of-the-art implicit discourse parsing is still
of low accuracy, the preciseness can be adjusted
to suit the goal of machine translation. As in other
joint tasks with MT, such as Bouamor et al. (2013),
features of whether the implicit DC can be trans-
lated explicitly, or correctly, can in incorporated
to the prediction task, so as to predict translatable
implicit DCs in particular.

5.3 Integration to SMT system

One way to exploit discourse knowledge into an
SMT system is to incorporate the predicted dis-
course features, such as implicit DC, DC sequence
or DC type, into a factored translation model
(Koehn and Hoang, 2007). Another approach is to

decorate identified and predicted DCs in a syntac-
tical parsed tree, so as to enrich the tree-to-string
rules with DC markedness features. Moreover,
when a source DC is translated to a sentence initial
DC, a source sentence is potentially split to mul-
tiple target sentences. A document level decoder
(Hardmeier et al., 2012) that searches beyond the
sentence boundary is thus preferred.

5.4 DC-aware MT evaluation

Comparable evaluation is essential for MT re-
search, yet conventional MT metrics, such as
BLEU, is not effective in detecting improvement
in discourse relation translation (Meyer et al.,
2012). One direction is to extend the ACT metrics
(Hajlaoui and Popescu-Belis, 2013) to access also
translation of implicit DCs. Another direction is to
define a measure that is not reference-dependent,
since implicit relations can be translated in various
ways. Moreover, conventional MT metrics, which
compare a candidate with the reference sentence-
by-sentence, have to be modified when used to ac-
cess the overall MT performance of the proposed
system, since the output sentences may not align
with the reference sentences one-by-one.

6 Conclusion

In this thesis proposal, ongoing work and future
plans have been presented towards a discourse-
relation-aware SMT system. The research can
serve as basis for the goal of a document-level MT
system that considers various discourse structures.
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Abstract

We present ongoing doctoral work on au-
tomatically understanding the positions of
politicians with respect to those of the
party they belong to. To this end, we use
textual data, namely transcriptions of po-
litical speeches from meetings of the Ger-
man Bundestag, and party manifestos, in
order to automatically acquire the posi-
tions of political actors and parties, respec-
tively. We discuss a variety of possible su-
pervised and unsupervised approaches to
determine the topics of interest and com-
pare positions, and propose to explore an
approach based on topic modeling tech-
niques for these tasks.

1 Introduction

The Bundestag is the legislative institution of Ger-
many. In its plenary sessions, the members discuss
the introduction and formulation of bills. Sub-
jects under discussion include a wide spectrum of
issues, ranging from funding of public transport
through fighting right-wing extremism, or the de-
ployment of German troops in Afghanistan. For
each issue, a few selected members give a speech
stating their opinion towards the topic, while the
audience is allowed to interact: by questions,
heckles, applause or even laughter. Transcrip-
tions of the Bundestag’s sessions provide us with a
gold-mine of political speech data, encoding het-
erogeneous political phenomena such as, for in-
stance, the prominence or engagement of the dif-
ferent politicians with respect to the current polit-
ical situation, or their interest for specific topics.

In our work, we propose to leverage these data
to enable the analysis of the speakers’ positions
with respect to the party they belong to, on the ba-
sis of the content of their speech. Questions we in-
vestigate include: which party’s views do different

politicians support? How much are their political
views aligned with those of their party? Although
we know a-priori which party a speaker belongs
to, we view their positions on different topics with
respect to their party’s official lines as degrees of
alignment, and measure them based on the con-
tent of their speeches. There are several circum-
stances under which a speaker might deviate from
his or her party’s opinion. For instance, he might
stem from an election district where membership
of a particular party increases his chances of be-
ing elected. Moreover, it might just happen that a
politician who generally supports his party’s lines
personally has a different view on one particular
topic. If we are able to measure positions from
text, we allow for methods of analyzing adherence
to party lines, which is an important issue in po-
litical science (cf. (Clinton et al., 2004), (Ceron,
2013) and (Ansolabehere et al., 2001)).

At its heart, our work aims at modeling politi-
cians’ positions towards a specific topic, as in-
ferred from their speech. To estimate a position,
in turn, we need a statement of the party’s opinion
towards the topic of interest, which can be then
used for comparison against the speech. Various
work in political science suggests to take this from
party manifestos like (Keman, 2007) and (Slapin
and Proksch, 2008). Research in political sci-
ence has previously focused on analyzing politi-
cal positions within text, for instance (Laver and
Garry, 2000), (Laver et al., 2003), (Keman, 2007)
or (Sim et al., 2013). However, most of previous
work focused on the general position of a party
or a person, like (Slapin and Proksch, 2008), as
opposed to fine-grained positions towards specific
topics. In our research, we address the two follow-
ing tasks:

1. Determine the speeches’ topics – namely de-
velop methods to determine the topic(s) covered
by a political speech, such as those given in the
Bundestag.
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2. Quantify adherence to party lines – namely es-
timate the speaker’s position relatively to his
party’s opinion towards the respective topic(s).

In the following thesis proposal we present a
variety of approaches that we plan to investigate
in order to address these tasks, as well as discuss
their limitations and challenges.

The first task, determining the topics, could
be in principle addressed using well-studied su-
pervised approaches like state-of-the-art machine
learning algorithms. However, we cannot rely on
the fact that all topics are covered in the train-
ing data. Consequently, we propose to explore an
unsupervised approach that integrates information
from an external resource. We suggest to use a
variant of topic models which allows us to influ-
ence the creation of the topics.

The second task, determining the positions, is
a bigger challenge, given the current state of the
art. Some previous research looked at the related
field of opinion mining, also on political discus-
sion, as in (Abu-Jbara et al., 2012), (Anand et
al., 2011) or (Somasundaran and Wiebe, 2009).
These methods, however, are hardly applicable to
the complex data of plenary meetings. In our sce-
nario, we have to deal with a very specific kind of
text, since the discussions do not consist of spon-
taneous dialogues, but rather formal statements.
Consequently, we are forced to deal with a type of
language which lies in-between dialogue and text.
More concretely, within these speeches speakers
roughly assume what positions the parties have
and also have expectations about their opponents’
opinions. Besides, as opposed to full-fledged di-
alogues, our data shows a very limited amount
of interaction between the speaker and the audi-
ence, solely consisting of a few questions, heck-
les, laughter or applause. Further, as it is the goal
of the discussions to constructively develop laws
and agree on formulations, the speakers do not
just state reasons pro or contra some issue. They
rather illustrate different aspects of the discussed
items. Furthermore, they try to convince others by
emphasizing what their party has achieved in the
past or criticize decisions taken in the past. To ad-
dress these complex problems, we propose to start
by using manually annotated party manifestos in
order to provide us with an upper bound. Next,
we propose to investigate the applicability of topic
models to provide us, again, with a flexible unsu-
pervised approach.

2 Data

The German Bundestag meets about 60 times a
year, and discusses various items in each plenary
session. There are various types of items on the
agenda: they can be discussions about bills, but
also question times or government’s statements.
We are interested in the first type only. Each bill
has a unique identifier which is also mentioned by
the session chair. By looking it up in a database
provided by the Bundestag, it is possible to filter
the bill discussions from other forms of items.

For each discussed item, a few selected mem-
bers are permitted to give a speech. Most of the
members belong to a party and their affiliation is
publicly known.

The Bundestag releases the transcripts of its
sessions as plain text documents. OffenesParla-
ment1 is a project run by volunteers that processes
these documents and publishes them in a struc-
tured form on the web as HTML documents. The
data distinguishes between parts of a given speech,
utterances by the chairman and heckles, each an-
notated with its speaker. OffenesParlament makes
the attempt to divide each session’s transcript into
parts containing a single item of the agenda only.
This is not trivial, as it is the chairman who leads
over using a non-standardized formulations, and
thus contains many mistakes.

We collected a number of regular expressions
and hope to improve the segmentation of the items.
We will evaluate the performance of this heuristic
by checking a sample with human judges.

Our extracted dataset covers the time period be-
tween March 2010 and December 2012 and con-
sists of 182 meetings.

3 Determining topics in speeches

We aim at comparing the positions stated within
the speeches to the general positions of the par-
ties represented in the Bundestag. The parties’ po-
sitions can be found in their manifestos, and are
commonly used as a source by scholars, as in (Ke-
man, 2007) or (Slapin and Proksch, 2008). In or-
der to being able to compare speakers’ and parties
positions, we need to address two different tasks,
namely: i) identifying the topic of a speech, and
ii) locating that very same topic within the party
manifesto or some further resource. The latter task
depends on how the comparison is done. In this

1http://offenesParlament.de
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section, we will focus on the first task: determin-
ing the topic of the speech.

There are two general approaches to classify
the topics of text: either the topics are known in
advance and constitute a static set of categories,
for example (Hillard et al., 2008), or they are un-
known in advance and dynamically created de-
pending on the data, as in (Quinn et al., 2010) (see
also (Grimmer and Stewart, 2013) and (Sebastiani,
2002) for an overview). In our scenario, we as-
sume a common set of topics over several data
sources, namely the party manifestos and tran-
scripts of speeches in our case. Therefore, we opt
for a fixed set of topic categories.

3.1 Definition of topical categories

In political science, there are various schemes to
categorize political topics. A well-known and
important project is the Comparative Manifesto
Project (Budge et al., 2001), in which party man-
ifestos are hand-coded on sentence level with a
scheme of 560 categories. A similar project is the
Comparative Agendas Project2, which uses 21 top
level categories further divided into fine-grained
subcategories.

An alternative approach is to use the ministries
as definition of the available categories, which in-
spired the category scheme used in (Seher and
Pappi, 2011). In our work, we develop a category
scheme for our particular task on the basis of the
responsibilities of committees of the Bundestag,
as suggested by internal discussions with scholars
of political science. Similar to the ministries in
government, the responsibilities for political areas
are divided among various committees (see Table
1 for a list of committees). Each item discussed in
the Bundestag is assigned to all committees who
investigate the issues in more detail. For instance,
in our data we find that a discussion about contin-
uing the German participation in the International
Security Assistance Force in Afghanistan has been
assigned to the following committees: Foreign Af-
fairs, Internal Affairs, Legal Affairs, Defense, Hu-
man Rights and Humanitarian Aid, Economic Co-
operation and Development. For each issue, one
of the committees is appointed as the leading one
(German: federführende Ausschuss), the Commit-
tee of Foreign Affairs in this case.

Note that, crucially for our work, this assign-
ment process provides us with human-annotated

2http://www.comparativeagendas.info

Affairs of the European Union
Labour and social Affairs
Food, Agriculture and Consumer Protection
Family Affairs, Senior Citizens, Women and Youth
Health
Cultural and Media Affairs
Committee on Human Rights and Humanitarian Aid
Tourism
Environment, Nature Conservation and Nuclear Safety
Transport, Building and Urban Development
Scrutiny of Elections, Immunity and the Rules of Procedure
Economics and Technology
Economic Cooperation and Development
Foreign Affairs
Finance
Budget
Internal Affairs
Petitions
Legal Affairs
Sports
Defense
Education, Research and Technology Assessment

Table 1: Committees of the 17th German Bun-
destag.

topic labels: in fact, not only can we use the com-
mittees as category definitions, but we can also use
these very same assignments as a gold standard.
Consequently, we use the definitions describing
the responsibilities of the committees as our cat-
egory scheme for political topics. We exclude
three committees from the experiments namely: a)
the Committee on Scrutiny of Elections, Immunity
and the Rules of Procedure, b) the Committee on
Petitions, and c) the Committee of Legal Affairs.
This is because these committees are not directly
responsible for a particular political domain, but
perform meta functions.

Descriptions of the particular committees in-
cluding their responsibilities and tasks as well as
concrete examples of their work, accomplished by
lists of current members, can be found in flyers re-
leased by the Bundestag3.

Given this definition of political categories on
the basis of the committees, we can create a gold
standard for our topic classification scenario: to
label a speech, we take the item it is given about,
and use the committees the item has been assigned
to as labels. The committee responsible, in turn,
can be seen as the most important (i.e., primary)
topic label4. Topic assignments are automatically
harvested from a freely available source of infor-

3https://www.btg-bestellservice.de/
index.php?navi=1&subnavi=52

4Henceforth, we refer to the committees as labels for our
topic classification task as “category” or “class”
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mation, namely a public database offered by the
German Bundestag5. Each item discussed in the
Bundestag is associated with a printed document
(Drucksache) tagged with a unique identifier, by
which it can be tracked in the database and where
the list of assigned committees can be queried.

Given these topic assignments, we aim at ac-
quiring a model to classify the speeches with their
assigned categories. To this end, we could focus
on predicting the main label only (i.e. the commit-
tee responsible), or rather perform a multi-class la-
beling task predicting all labels (all committees the
item is assigned to). We now overview a super-
vised and unsupervised approach to address these
classification problems.

3.2 Supervised approach

Given that we have labeled data, a first solution
is to opt for a supervised approach to text clas-
sification, which has been successfully used for
many tasks like topic detection ((Diermeier et al.,
2012), (Husby and Barbosa, 2012), or sentiment
analysis (Bakliwal et al., 2013), to name a few.
Consequently, in our case we could represent the
speeches as a word vector and train state-of-the-
art machine learning algorithms like Support Vec-
tor Machines, using the assigned committees as la-
bels.

3.3 Unsupervised approach

In order to develop a generally applicable ap-
proach that can easily be applied to other resources
such as speeches given in a context different from
that of the Bundestag, we are interested to explore
an unsupervised approach and compare it to the
supervised one.

External definition of categories. The particu-
lar issues that fall into the responsibility of a com-
mittee are broad and might not be completely cov-
ered when using the speeches themselves as train-
ing data. As mentioned in Section 3.1, we have
a clear definition of the tasks of each committee
provided within the flyers. We will use them as a
basis for the category definitions, and extend them
with political issues discussed in party manifestos.
We will explain this further in Section 3.3.

Known set of categories. Techniques such as
LDA (Blei et al., 2003) create the topics dynam-
ically during the classification process. Recently

5dipbt.bundestag.de/dip21.web/bt

Figure 1: Approach overview

they became quite popular in political science, c.f.
(Grimmer, 2010), (Quinn et al., 2010) or (Gerrish
and Blei, 2011). As discussed in Section 3, we
prefer to have a fixed set of categories. This allows
for comparison between applications of the clas-
sification on different sources and domains sep-
arately. But while topic models do not fit this
requirement, they have one property that corre-
sponds quite well to our task: rather than assign-
ing the text one single label, they return a dis-
tribution over topics contained by it. The items
discussed in the speeches touch a range of polit-
ical topics, and are assigned to various commit-
tees. There are variations of topic models that al-
low for influencing the creation of the topics, such
as the systems of (Ramage et al., 2009) (Labeled
LDA), (Andrzejewski and Zhu, 2009) or (Jagar-
lamudi et al., 2012). Labeled LDA is trained on
a corpus of documents. In contrast to standard
topic model approaches, it needs as input the in-
formation which labels (topics) are contained by
the document, though not their proportions, thus
uses a fixed set of categories.

We illustrate our methodology in Figure 1. Our
proposed approach starts by extracting seed words
for the categories from the flyers about the com-
mittees. These seed words are then used to label
training data for labeled LDA. As training data,
we take an external resource: the manifestos6 of
all parties. Finally, we apply the trained model to
the speeches to infer the labels. The output can be
evaluated by comparing the predicted categories
to the committees the issue is actually assigned to.
In the following, we will explain each step in more
detail.

6We combine the general party programs and the current
election programs of each party
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1) Extraction of seed words. We first download
the flyers provided by the Bundestag. Then, we
filter for nouns and calculate their TF-IDF val-
ues for the committee, by which we rank them.
In a final step, we ask a scholar of political sci-
ence to clean them, i.e. to delete nouns that are
not necessarily important for the particular com-
mittee or are too ambiguous, and to cut the tail of
low-ranked nouns. To give an example, we finally
receive the following keywords for the committee
of Labour and Social Affairs: age-related poverty,
labour-market policy, employee, social affairs, so-
cial security, labour, work, pension, basic social
security, regulated rates, partial retirement, social
standard, subcontracted labour.

2) Automatically generating training data.
We take the manifestos of all parties in the Bun-
destag to train our labeled LDA model. While
topic models expect a whole collection of docu-
ments as input, we only provide a handful of them:
accordingly, we generate a pseudo document col-
lection by cutting the documents into snippets, fol-
lowing our previous work in (Zirn and Stucken-
schmidt, 2013), and treating each of them as sin-
gle documents. If a keyword for a committee is
found within a snippet, we add the corresponding
category to the documents labels. We finally run
labeled LDA using standard configurations on the
so labeled data.

3) Applying labeled LDA. Finally, we can ap-
ply the trained model on our transcribed speech
data: we do this by inferring, for each speech,
the distribution of topics, i.e. of categories. To
evaluate the model, we check that the committee
responsible corresponds to the highest probable
topic inferred for the speech, and the other n as-
signed committees to the n most probable topics.

Currently, in our work, we are in the final stages
of creating the gold standard, and evaluating our
method. However, we have already implemented
the proposed system as prototype, and accordingly
show a part of the created topic model in Table 2
to give the reader an impression.

4 Detecting positions

The overall goal of our work is to analyze the
positions expressed by the speakers towards the
debated item. As we aim at performing a fine-
grained analysis, approaches merely classifying

ENCNS LSA TBUD
consumer (male) labour mobility

consumer (female) employee male research
environment employees female infrastructure
protection salary railway
products pension traffic
farming labour market investments
nature old-age provision development
variety unemployment future

raw materials employment rails
transparency percentage streets

Table 2: Top 10 terms for the committees on Envi-
ronment, Nature Conservation and Nuclear Safety
(ENCNS), on Labour and social affairs (LSA) and
on Transport, Building and Urban Development
(TBUD).

pro or contra (like those of (Walker et al., 2012)
or (Somasundaran and Wiebe, 2009) are not ap-
plicable in our case. The same applies to the task
of subgroup detection (as done by (Abu-Jbara et
al., 2012), (Anand et al., 2011) or (Thomas et al.,
2006)).

In order to produce a finer-grained model of po-
sitions, we want to develop a model that places
positions stated in text along a one-dimensional
scale, as done by (Slapin and Proksch, 2008)
with their system called Wordfish, (Gabel and Hu-
ber, 2000),(Laver and Garry, 2000), (Laver et al.,
2003) or (Sim et al., 2013). Wordfish places party
manifestos on a left-right-scale, what visualizes
very well which parties are close to each other and
which ones are distant. This is similar in spirit
to the purpose of our work, since we are inter-
ested primarily in estimating closeness and dis-
tances between the speakers’ and the parties’ po-
sitions. However, in contrast to their work, we are
interested in positions towards specific topics, as
opposed to general parties’ positions.

We define our task as follows: we want to an-
alyze the distance between the position towards a
topic expressed in a speech and the position to-
wards the same topic stated in a party manifesto.
In the previous section, we described an approach
to determine the topic of the speech. We now
move on and present how we can retrieve the seg-
ments of the manifestos that correspond to the
topic(s) addressed within the speeches, as well as
how to compare these positions.

4.1 Approach A: Hand-coding of manifestos

Extract positions As part of a larger collabora-
tion project with scholars of political science we
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decided to start with hand-coding a set of man-
ifestos on sentence-level in order to have a gold
standard for further work. To facilitate the manual
work, we use a computer-assisted method based
using the seed words created in Section 3.3. In
more detail, we first use occurrences of the seed
words to assign them the corresponding category
label. Then, a human annotator validates these as-
signments, optionally adding missing labels.

If the sentence-wise labeled data proofs suc-
cessful and necessary for the further analysis of
political positions, we will investigate approaches
to automate this process, for example with super-
vised learning or bootstrapping techniques starting
with our seed words. For each topic, we can then
accumulate the sentences assigned to its corre-
sponding category and use this data as the party’s
opinion towards this topic.

Compare positions The comparison between
the speech and the parties’ opinions can then be
performed as follows: for each party, we extract
the sentences from the manifesto that are tagged
with the topic covered in the speech. We then rep-
resent the extracted sentences and the speeches as
word vectors, and compare them with a distance
metric, e.g., a standard measure like cosine simi-
larity, which gives us the closeness of the speech
to each party’s position.

4.2 Approach B: Topic Models
Extract positions Instead of selecting sentences
from the manifesto that cover a topic, the posi-
tion could be extracted from the manifesto using
topic models, as shown in (Thomas et al., 2006)
and (Gerrish and Blei, 2011). To extract the topics
from the manifestos, we run labeled LDA sepa-
rately on each manifesto, following the technique
described in Section 3, yet with an important dif-
ference. In Section 3, we trained one common
topic model on all manifestos, in order to have a
broad coverage over all topics. Here, we are in-
terested in the positions carried by the particular
words chosen by the party to describe a topic. Ac-
cordingly, we train a separate topic model on each
manifesto. The result is a distribution over terms
for each committee, hence for each topic.

Compare positions As a result of the process
to determine the topic of a speech (Section 3),
the speeches also have a representation of the dis-
cussed topics as a distribution over terms. This
way we can directly compare the distributions

for the most probable topics in the speech with
the corresponding topic in the party manifestos.
This can be done using measures to estimate
the distance between probability distributions like,
for instance, Kullback-Leibler distance or Jensen-
Shannon divergence.

5 Conclusions and Future Work

In this paper, we presented an overview of our the-
sis proposal on comparing positions found within
political speeches against those expressed in party
manifestos. To the best of our knowledge, this is
the first work of this kind to aim at providing a
fine-grained analysis of speakers’ positions on po-
litical data. Arguably, the most exiting aspect of
this work is that it grounds a variety of Natural
Language Processing topics – e.g., polarity detec-
tion, topic modeling, among others – within a con-
crete, multi-faceted application scenario.

Being this a proposal, the first step in the fu-
ture will be to complete the implementation of all
above described methods and evaluate them. In
our dataset, we are provided with additional in-
formation apart from the speech text: we know
about heckles, laughter and applause and even
know their origin. This knowledge can be used
to estimate a network of support or opposition.
This knowledge is also used in (Strapparava et
al., 2010) to predict persuasiveness of sentences,
which could constitute another source of informa-
tion for our model. Another idea would be to make
use of the speaker’s given party affiliations and
bootstrap an approach to analyze their positions:
if we assume that a majority of the speakers actu-
ally does follow their parties’ lines, we can train a
classifier for each party for each topic, and apply
it to the same data to detect outliers. Besides, a
big research question would be to see how much
we can complement our topic models with addi-
tional supervision in the form of symbolic knowl-
edge sources like wide-coverage ontologies, e.g.,
DBpedia. Finally, while we do focus in this work
on German data, we are interested in extending our
model to other languages, including resource-rich
ones like English as well as resource-poor ones.

Acknowledgements

We thank Google for travel and conference sup-
port for this paper.

31



References
Amjad Abu-Jbara, Mona Diab, Pradeep Dasigi, and

Dragomir Radev. 2012. Subgroup detection in ide-
ological discussions. In Proceedings of the 50th An-
nual Meeting of the Association for Computational
Linguistics: Long Papers - Volume 1, ACL ’12,
pages 399–409, Stroudsburg, PA, USA. Association
for Computational Linguistics.

Pranav Anand, Marilyn Walker, Rob Abbott, Jean
E. Fox Tree, Robeson Bowmani, and Michael Mi-
nor. 2011. Cats rule and dogs drool!: Classifying
stance in online debate. In Proceedings of the 2Nd
Workshop on Computational Approaches to Subjec-
tivity and Sentiment Analysis, WASSA ’11, pages 1–
9, Stroudsburg, PA, USA. Association for Computa-
tional Linguistics.

David Andrzejewski and Xiaojin Zhu. 2009. La-
tent dirichlet allocation with topic-in-set knowledge.
In Proceedings of the NAACL HLT 2009 Workshop
on Semi-Supervised Learning for Natural Language
Processing, pages 43–48. Association for Computa-
tional Linguistics.

Stephen Ansolabehere, James M Snyder, and Charles
Stewart III. 2001. The effects of party and prefer-
ences on congressional roll-call voting. Legislative
Studies Quarterly, 26(4):533–572.

Akshat Bakliwal, Jennifer Foster, Jennifer van der Puil,
Ron O’Brien, Lamia Tounsi, and Mark Hughes.
2013. Sentiment analysis of political tweets: To-
wards an accurate classifier. In Proceedings of the
Workshop on Language Analysis in Social Media,
pages 49–58, Atlanta, Georgia, June. Association
for Computational Linguistics.

D.M. Blei, A.Y. Ng, and M.I. Jordan. 2003. Latent
dirichlet allocation. Journal of Machine Learning
Research (JMLR), 3:993–1022.

Ian Budge, Hans”=Dieter Klingemann, Andrea
Volkens, Judith Bara, and Eric Tanenbaum. 2001.
Mapping Policy Preferences. Estimates for Parties,
Electors, and Governments 1945-1998. Oxford
University Press, Oxford u. a.

Andrea Ceron. 2013. Brave rebels stay home: Assess-
ing the effect of intra-party ideological heterogene-
ity and party whip on roll-call votes. Party Politics,
page 1354068812472581.

Joshua Clinton, Simon Jackman, and Douglas Rivers.
2004. The statistical analysis of roll call data. Amer-
ican Political Science Review, 98(02):355–370.

Daniel Diermeier, Jean-Franois Godbout, Bei Yu, and
Stefan Kaufmann. 2012. Language and ideology
in congress. British Journal of Political Science,
42:31–55, 1.

Matthew J. Gabel and John D. Huber. 2000. Putting
parties in their place: Inferring party left-right ideo-
logical positions from party manifestos data. Amer-
ican Journal of Political Science, 44(1):pp. 94–103.

Sean Gerrish and David M Blei. 2011. Predicting leg-
islative roll calls from text. In Proceedings of the
28th International Conference on Machine Learning
(ICML-11), pages 489–496.

Justin Grimmer and Brandon M Stewart. 2013. Text as
data: The promise and pitfalls of automatic content
analysis methods for political texts. Political Analy-
sis.

Justin Grimmer. 2010. A bayesian hierarchical topic
model for political texts: Measuring expressed agen-
das in senate press releases. Political Analysis,
18(1):1–35.

Dustin Hillard, Stephen Purpura, and John Wilkerson.
2008. Computer assisted topic classification for
mixed methods social science research. Journal of
Information Technology and Politics.

Stephanie Husby and Denilson Barbosa. 2012. Topic
classification of blog posts using distant supervision.
In Proceedings of the Workshop on Semantic Analy-
sis in Social Media, pages 28–36, Avignon, France,
April. Association for Computational Linguistics.

Jagadeesh Jagarlamudi, Hal Daumé, III, and
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Abstract

We consider the problem of mapping nat-
ural language written utterances express-
ing operational instructions1 to formal lan-
guage expressions, applied to French and
the R programming language. Developing
a learning operational assistant requires
the means to train and evaluate it, that is,
a baseline system able to interact with the
user. After presenting the guidelines of
our work, we propose a model to repre-
sent the problem and discuss the fit of di-
rect mapping methods to our task. Finally,
we show that, while not resulting in excel-
lent scores, a simple approach seems to be
sufficient to provide a baseline for an in-
teractive learning system.

1 Introduction

Technical and theoretical advances allow achiev-
ing more and more powerful and efficient opera-
tions with the help of computers. However, this
does not necessarily make it easier to work with
the machine. Recent supervised learning work
(Allen et al., 2007; Volkova et al., 2013) exploited
the richness of human-computer interaction for
improving the efficiency of a human performed
task with the help of the computer.

Contrary to most of what was proposed so far,
our long term goal is to build an assistant system
learning from interaction to construct a correct for-
mal language (FL) command for a given natural
language (NL) utterance, see Table 1. However,
designing such a system requires data collection,
and early attempts highlighted the importance of
usability for the learning process: a system that is
hard to use (eg. having very poor performance)

1We calloperational instructionthe natural language ex-
pression of a command in any programming language.

would prevent from extracting useful learning ex-
amples from the interaction. We thus need to pro-
vide the system with a basis of abilities and knowl-
edge to allow both incremental design and to keep
the interest of the users, without which data turn
to be way more tedious to collect. We assume that
making the system usable requires the ability to
provide help to the user more often than it needs
help from him/her, that is an accuracy over 50%.

We hypothesize that a parametrized direct
mapping between the NL utterances and the FL
commands can reach that score. A knowledge set
K is built from parametrized versions of the asso-
ciations shown in Table 1. The NL utteranceUbest

from K that is the closest to the request-utterance
according to a similarity measure is chosen and its
associated commandC(Ubest) is adapted to the
parameters of the request-utterance and returned.
For example, given the request-utteranceUreq:
”Load the file data.csv”, the system should rank
the utterances ofK by similarity with Ureq. Con-
sidering the associations represented in Table 1,
the first utterance should be the best ranked, and
the system should return the command:
”var1 <- read.csv("data.csv") ”.
Note that several commands can be proposed at
the same time to give the user alternate choices.

We use Jaccard, tf-idf, and BLEU similarity
measures, and consider different selection strate-
gies. We highlight that the examined similarity
measures show enough complementarity to permit
the use of combination methods, like vote or sta-
tistical classification, to improvea posteriori the
efficiency of the retrieval.

2 Related Work

2.1 Mapping Natural Language to Formal
Language

Related problems have been previously processed
using different learning methods. Branavan (2009,
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NL utterances FL commands (in R)

1
Charge les données depuis”res.csv”

var1=read.csv( "res.csv")Load the data from”res.csv”

2
Trace l’histogramme de la colonne2 detab

plot(hist( tab[[ 2]]))Draw a bar chart with column2 of tab

3
Dessine la répartition de la colonne3 detab

plot(hist( tab[[ 3]]))Draw the distribution of column3 of tab

4
Somme les colonnes3 et4 detab

var2=c(sum( tab[ 3]),sum( tab[ 4]))Compute the sum of columns3 and4 of tab

5
Somme les colonnes3 et4 detab

var3=sum(c( tab[[ 3]], tab[[ 4]]))Compute the sum of columns3 and4 of tab

Table 1: A sample of NL utterances to FL commands mapping
These examples specify the expected command to be returned for each utterance. The tokens in bold
font are linked with the commands parameters, cf. section 4.Note that the relation between utterances
and commands is an to n. Several utterances can be associated to the same command and conversely.

2010) uses reinforcement learning to map En-
glish NL instructions to a sequence of FL com-
mands. The mapping takes high-level instructions
and their constitution into account. The scope
of usable commands is yet limited to graphical
interaction possibilities. As a result, the learn-
ing does not produce highly abstract schemes. In
the problematic of interactive continuous learning,
Artzi and Zettlemoyer (2011) build by learning a
semantic NL parser based on combinatory cate-
gorial grammars (CCG). Kushman and Barzilay
(2013) also use CCG in order to generate regu-
lar expressions corresponding to their NL descrip-
tions. This constructive approach by translation
allows to generalize over learning examples, while
the expressive power of regular expressions cor-
respond to the type-3 grammars of the Chomsky
hierarchy. This is not the case for the program-
ming languages since they are at least of type-2.
Yu and Siskind (2013) use hidden Markov mod-
els to learn a mapping between object tracks from
a video sequence and predicates extracted from
a NL description. The goal of their approach is
different from ours but the underlying problem of
finding a map between objects can be compared.
The matched objects constitute here a FL expres-
sion instead of a video sequence track.

2.2 Machine Translation

Machine translation usually refers to transforming
a NL sentence from a source language to another
sentence of the same significance in another natu-
ral language, called target language. This task is
achieved by building an intermediary representa-
tion of the sentence structure at a given level of

abstraction, and then encoding the obtained object
into the target language. While following a dif-
ferent goal, one of the tasks of the XLike project
(Marko Tadić et al., 2012) was to examine the
possibility of translating statements from NL (En-
glish) to FL (Cycl). Adapting such an approach
to operational formal target language can be inter-
esting to investigate, but we will not focus on that
track for our early goal.

2.3 Information Retrieval

The issue of information retrieval systems can be
compared with the operational assistant’s (OA),
when browsing its knowledge. Question an-
swering systems in particular (Hirschman and
Gaizauskas, 2001), turn out to be similar to OA
since both types of systems have to respond to a
NL utterance of the user by generating an accu-
rate reaction (which is respectively a NL utterance
containing the wanted information, or the execu-
tion of a piece of FL code). However, as in (Toney
et al., 2008), questions answering systems usually
rely on text mining to retrieve the right informa-
tion. Such a method demands large sets of anno-
tated textual data (either by hand or using an au-
tomatic annotator). Yet, tutorials, courses or man-
uals which could be used in order to look for re-
sponses for operational assistant systems are het-
erogeneous and include complex or implicit ref-
erences to operational knowledge. This makes
the annotation of such data difficult. Text min-
ing methods are thus not yet applicable to oper-
ational assistant systems but could be considered
once some annotated data is collected.
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3 Problem Formulation

As we introduced in the first section, we represent
the knowledgeK as a set of examples of a binary
relationR : NL → FL associating a NL utter-
ance to a FL command. If we consider the simple
case of a functional and injective relation, each
utterance is associated to exactly one command.
This is not realistic since it is possible to reformu-
late nearly any NL sentence. The case of a non in-
jective relation covers better the usual cases: each
command can be associated with one or more ut-
terances, this situation is illustrated by the second
and third examples of Table 1. Yet, the real-life
case should be a non injective nor functional rela-
tion. Not only multiple utterances can refer to a
same command, but one single utterance can also
stand for several distinct commands (see the fourth
and fifth examples2 in Table 1). We must consider
all these associations when matching a request-
utteranceUreq for command retrieval inK.

At this point, several strategies can be used to
determine what to return, with the help of the sim-
ilarity measureσ : NL × NL → R between two
NL utterances. Basically, we must determine if
a response should be given, and if so how many
commands to return. To do this, two potential
strategies can be considered for selecting the as-
sociated utterances inK.

The first choice focuses on the number of re-
sponses that are given for each request-utterance.
Then first commands according to the rankings of
their associated utterances inK are returned. The
rankr of a given utteranceU is computed with:

r(U |Ureq) =
˛̨˘

U ′ ∈ K : σ(Ureq, U
′) > σ(Ureq, U)

¯˛̨
(1)

The second strategy choice can be done by de-
termining an absolute similarity threshold below
which the candidate utterances fromK and their
associated sets of commands are considered too
different to match. The resulting set of commands
is given by:

Res = {C ∈ FL : (U,C) ∈ K, σ(Ureq, U) < t} (2)

with t the selected threshold. Once selected the
set of commands to be given as response, if there
are more than one, the choice of the one to execute
can be done interactively with the help of the user.

2The command 4 returns a vector of the sums of each col-
umn, while the command 5 returns the sum of the columns as
a single integer.

4 Approach

We are given a simple parsing result of both the ut-
terance and the command. The first step to address
is the acquisition of examples and the way to up-
date the knowledge. Then we examine the meth-
ods for retrieving a command from the knowledge
and a given request-utterance.

Correctly mapping utterances to commands re-
quires at least to take their respective parameters
into account (variable names, numeric values, and
quoted strings). We build generic representations
of utterances and commands by identifying the pa-
rameters in the knowledge example pair (see Ta-
ble 1), and use them to reconstruct the command
with the parameters of the request-utterance.

4.1 Retrieving the Commands

We applied three textual similarity measures to
our model in order to compare their strengths and
weaknesses on our task: the Jaccard similarity co-
efficient (Jaccard index), a tf-idf (Term frequency-
inverse document frequency) aggregation, and the
BLEU (Bilingual Evaluation Understudy) mea-
sure.

4.1.1 Jaccard index

The Jaccard index measures a similarity between
two sets valued in the same superset. For the
present case, we compare the set of words of the
input NL instruction and the one of the compared
candidate instruction, valued in the set of possible
tokens. The adapted formula for two sentencesS1

andS2 results in:

J(s1, s2) =
|W (s1) ∩ W (s2)|
|W (s1) ∪ W (s2)| (3)

whereW (S) stands for the set of words of the
sentenceS. The Jaccard index is a baseline to
compare co-occurences of unigrams, and should
be efficient mainly with corpora containing few
ambiguous examples.

4.1.2 tf-idf

The tf-idf measure permits, given a word, to clas-
sify documents on its importance in each one, re-
garding its importance in the whole set. This mea-
sure should be helpful to avoid noise bias when it
comes from frequent terms in the corpus. Here,
the documents are the NL utterances fromK, and
they are classified regarding the whole request-
utterance, or input sentencesi. We then use the

36



following aggregation of the tf-idf values for each
word ofsi.

tfidfS(si, sc) =
1

|W (si)|
X

w∈W (si)

tfidf(w, sc, S) (4)

with S = {s|(s, com) ∈ K}, wheresi is the input
sentence,sc ∈ S is the compared sentence, and
where the tf-idf is given by:

tfidf(w, sc, S) = f(w, sc)idf(w, S) (5)

idf(w, S) = log

„ |S|
|{s ∈ S|w ∈ s}|

«
(6)

where at lastf(w, s) is the frequency of the word
w in the sentences. As we did for the Jaccard in-
dex, we performed the measures on both raw and
lemmatized words. On the other hand, getting rid
of the function words and closed class words is not
here mandatory since the tf-idf measure already
takes the global word frequency into account.

4.1.3 The BLEU measure

The bilingual evaluation understudy algorithm
(Papineni et al., 2002) focuses onn-grams co-
occurrences. This algorithm can be used to dis-
card examples where the words ordering is too far
from the candidate. It computes a modified pre-
cision based on the ratio of the co-occurringn-
grams within candidate and reference sentences,
on the total size of the candidate normalized byn.

PBLEU (si, S) =
X

grn∈si

maxsc∈S occ(grn, sc)

grams(si, n)
(7)

wheregrams(s, n) = |s| − (n− 1) is the number
of n-grams in the sentences and occ(grn, s) =∑

grn
′∈s [grn = grn

′] is the number of occur-
rences of then-gram grn in s. BLEU also uses
a brevity penalty to prevent long sentences from
being too disadvantaged by then-gram based pre-
cision formula. Yet, the scale of the length of the
instructions in our corpus is sufficiently reduced
not to require its use.

4.2 Optimizing the similarity measure

We applied several combinations of filters to the
utterances compared before evaluating their sim-
ilarity. We can change the set of words taken
into account, discarding or not the non open-class
words3. Identified non-lexical references such as

3Open-class words include nouns, verbs, adjectives, ad-
verbs and interjections.

variable names, quoted character strings and nu-
meric values can also be discarded or transformed
to standard substitutes. Finally, we can apply or
not a lemmatization4 on lexical tokens.By discard-
ing non open-class words, keeping non-lexical ref-
erences and applying the lemmatization, the sec-
ond utterance of Table 1 would then become:

draw bar chart column xxVALxx xxVARxx

5 Experimental Setup

5.1 Parsing

The NL utterances first pass through an arith-
metic expression finder to completely tag them be-
fore the NL analyzer. They are then parsed us-
ing WMATCH, a generic rule-based engine for
language analysis developed by Olivier Galibert
(2009). This system is modular and dispose of
rules sets for both French and English. As an ex-
ample, the simplified parsing result of the first ut-
terance of Table 1 looks like:
<_operation>

<_action> charge|_˜V </_action>
<_det> les </_det>
<_subs> donn ées|_˜N </_subs>
<_prep> depuis </_prep>
<_unk> "res.csv" </_unk>

</_operation>

Words tagged as unknown are considered as po-
tential variable or function names. We also added
a preliminary rule to identify character strings and
count them among the possibly linked features of
the utterance. The commands are normalized by
inserting spaces between every non semantically
linked character pair and we identify numeric val-
ues, variable/function names and character strings
as features.

Only generative forms of the commands are
associated to utterances in the knowledge. This
form consists in a normalized command with unre-
solved references for every parameter linked with
the learning utterance. These references are re-
solved at the retrieving phase by matching with the
tokens of the request-utterance.

5.2 Corpus Constitution

Our initial corpus consists in 605 associations be-
tween 553 unique NL utterances in French and
240 unique R commands.

4Lemmatization is the process of transforming a word to
its canonical form, or lemma, ignoring the inflections. It can
be performed with a set of rules or with a dictionary. The
developed system uses a dictionary.
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The low number of documents describing a
majority of R commands and their heterogeneity
make automatic example gathering not yet achiev-
able. These documentations are written for human
readers having global references on the task. Thus,
we added each example pair manually, making
sure that the element render all the example infor-
mation and that the format correspond to the cor-
pus specifications. Those specifications are meant
to be the least restrictive, that is: a NL utterance
must be written as to ask for the execution of the
associated R task. It therefore should be mostly
in the imperative form and reflect, for experienced
people, a usual way they would express the con-
cerned operation for non specialists.

5.3 Evaluation Metrics

The measures that can contribute to a relevant
evaluation of the system depend on its purpose.
Precision and recall values of information retrieval
systems are computed as follows:

P =
# correct responses
# responses given

(8)

R =
# correct responses
# responses in K

(9)

Note that the recall value is not as important as for
information retrieval: assuming that the situation
showed by the fourth and fifth associations of Ta-
ble 1 are not usual5, there should be few different
valid commands for a given request-utterance, and
most of them should be equivalent. Moreover, the
number of responses given is fixed (so is the num-
ber of responses inK), the recall thus gives the
same information as the precision, with a linear
coefficient variation.

These formulae can be applied to the ”command
level”, that is measuring the accuracy of the sys-
tem in terms of its good command ratio. However,
the user satisfaction can be better measured at the
”utterance level” since it represents the finest gran-
ularity for the user experience. We define the ut-
terance precisionuP as:

uP =
# correct utterances
# responses given

(10)

where ”# correct utterances” stands for the num-
ber of request-utterances for which the system pro-
vided at least one good command.

5Increasing the tasks covering of the corpus will make
these collisions more frequent, but this hypothesis seems rea-
sonable for a first approach.

6 Results and Discussion

The system was tested on 10% of the corpus (61
associations). The set of known associationsK
contains 85% of the corpus (514 associations), in-
stead of 90% in order to allow several distinct
drawings (40 were tested), and thus avoid too
much noise.

6.1 Comparing similarity measures

As shown in Table 2 the tf-idf measure outper-
forms the Jaccard and BLEU measures, whichever
filter combination is applied. The form of the ut-
terances in the corpus causes indeed the repetition
of a small set of words across the associations.
This can explain why the inverse document fre-
quency is that better.

non-lexical included not included
lemmatize yes no yes no

Jaccard 36.5 36.5 21.2 23.0
tf-idf 48.0 51.9 36.5 40.4
BLEU 30.8 32.7 26.9 30.8
chance 1.9

Table 2: Scores of precision by utterance (uP ),
providing 3 responses for each request-utterance.

The lemmatization and the inclusion of non
open-class words (not shown here) does not seem
to have a clear influence onuP , whereas including
the non-lexical tokens allows a real improvement.
This behaviour must result from the low length av-
erage (7.5 words) of the utterances in the corpus.
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Figure 1: Utterance precision (uP ) for a fixed
number of responses by utterance. The tfidfinl
curve includes the non-lexical tokens.
Note thatuP is obtained with Equation 10, which
explains the increase of the precision along the
number of responses.
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Figure 1 shows the precision obtained with tfidf
while increasing the number of commands given
for each request-utterance. It comes out that it
is useful to propose at least 3 commands to the
user. It would not be interesting, though, to offer a
choice of more than 5 items, because the gain on
uP would be offset by the time penalty for retriev-
ing the good command among the proposals.

6.2 Allowing silence

We also tested the strategy of fixing an absolute
threshold to decide between response and silence.
Given a request-utterance and an associated order-
ing of K according toσ, the system will remain
silent if the similarity of the best example inK is
below the defined threshold.

Surprisingly, it turned out that for every mea-
sure, the 6 best similar responses at least were all
wrong. This result seems to be caused by the ex-
istence, in the test set of commands uncovered by
K, of some very short utterances that contain only
one or two lexical tokens.

6.3 Combinations

0.0

0.2

0.4

0.6

0.8

1 2 3 4 5 6 7 8 9
Number of responses

U
tte

ra
nc

e 
pr

ec
is

io
n 

(u
P

)

method
vote
tfidf_inl
vote_oracle
learning

Figure 2: Comparison of the combinations with
the tf-idf inl method. Oracle and actual vote are
done using tf-idf, Jaccard, and BLEU, with and
without non-lexical tokens. The training set for
learning is the result of a run onK.

Having tested several methods giving differ-
ent results, combining these methods can be very
interesting depending on their complementarity.
The oracle vote using the best response among
the 6 best methods shows an encouraging progres-
sion margin (cf. Figure 2). The actual vote it-
self outperforms the best method for giving up to
3 responses (reaching 50% for only 2 responses).
However, the curve position is less clear for more

responses, and tests must be performed on other
drawings ofK to measure the noise influence.

The complementarity of the methods can also
be exploited by training a classification model to
identify when a method is better than the others.
We used the similarity values as features and the
measure that gave a good response as the refer-
ence class label (best similarity if multiple, and
”none” class if no good response). This setup was
tested with the support vector machines using lib-
svm (Chang and Lin, 2011) and results are shown
in Figure 2. As expected, machine learning per-
forms poorly on our tiny corpus. The accuracy
is under 20% and the system only learned when
to use the best method, and when to give no re-
sponse. Still, it manages to be competitive with
the best method and should be tested again with
more data and multiple drawings ofK.

7 Conclusion and Future Work

The simple mapping methods based on similar-
ity ranking showed up to 60% of utterance pre-
cision6 remaining below a reasonable level of user
sollicitation, which validate our prior hypothesis.
A lot of approaches can enhance that score, such
as adding or developing more suitable similarity
measures (Achananuparp et al., 2008), combining
learning and vote or learning to rerank utterances.

However, while usable as a baseline, these
methods only allow poor generalization and really
need more corpus to perform well. As we pointed
out, the non-functionality of the mapping relation
also introduces ambiguities that cannot be solved
using the only knowledge of the system.

Thanks to this baseline method, we are now able
to collect more data by developing an interactive
agent that can be both an intelligent assistant and
a crowdsourcing platform. We are currently de-
veloping a web interface for this purpose. Finally,
situated human computer interaction will allow the
real-time resolving of ambiguities met in the re-
trieval with the help of the user or with the use of
contextual information from the dialogue.
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Lynette Hirschman, and Robert Gaizauskas. 2001.
Natural language question answering: The view
from here. Natural Language Engineering 7. Cam-
bridge University Press.

Nate Kushman, and Regina Barzilay. 2013.Using Se-
mantic Unification to Generate Regular Expressions
from Natural Language. In Proceedings of the Con-
ference of the North American Chapter of the Asso-
ciation for Computational Linguistics.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: a Method for Automatic
Evaluation of Machine Translation. In Proceedings
of the 40th Annual Meeting of the Association for
Computational Linguistics.
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Galibert, and éric Billinski. 2008.An Evaluation of
Spoken and Textual Interaction on the RITEL Inter-
active Question Answering SystemIn Proceedings

of the Sixth International Conference on Language
Resources and Evaluation.

Svitlana Volkova, Pallavi Choudhury, Chris Quirk, Bill
Dolan, and Luke Zettlemoyer. 2013.Lightly Su-
pervised Learning of Procedural Dialog SystemIn
Proceedings of the 51st Annual Meeting of the As-
sociation for Computational Linguistics.

Haonan Yu, and Jeffrey Mark Siskind. 2013.
Grounded Language Learning from Video De-
scribed with Sentences. In Proceedings of the 51st
Annual Meeting of the Association for Computa-
tional Linguistics.

40



Proceedings of the ACL 2014 Student Research Workshop, pages 41–47,
Baltimore, Maryland USA, June 22-27 2014. c©2014 Association for Computational Linguistics

An Exploration of Embeddings for Generalized Phrases

Wenpeng Yin and Hinrich Schütze
Center for Information and Language Processing

University of Munich, Germany
wenpeng@cis.lmu.de

Abstract

Deep learning embeddings have been suc-
cessfully used for many natural language
processing problems. Embeddings are
mostly computed for word forms although
lots of recent papers have extended this to
other linguistic units like morphemes and
word sequences. In this paper, we define
the concept of generalized phrase that in-
cludes conventional linguistic phrases as
well as skip-bigrams. We compute em-
beddings for generalized phrases and show
in experimental evaluations on corefer-
ence resolution and paraphrase identifica-
tion that such embeddings perform better
than word form embeddings.

1 Motivation

One advantage of recent work in deep learning on
natural language processing (NLP) is that linguis-
tic units are represented by rich and informative
embeddings. These embeddings support better
performance on a variety of NLP tasks (Collobert
et al., 2011) than symbolic linguistic representa-
tions that do not directly represent information
about similarity and other linguistic properties.
Embeddings are mostly derived for word forms al-
though a number of recent papers have extended
this to other linguistic units like morphemes (Lu-
ong et al., 2013), phrases and word sequences
(Socher et al., 2010; Mikolov et al., 2013).1 Thus,
an important question is: what are the basic lin-
guistic units that should be represented by embed-
dings in a deep learning NLP system? Building
on the prior work in (Socher et al., 2010; Mikolov
et al., 2013), we generalize the notion of phrase to
include skip-bigrams (SkipBs) and lexicon entries,

1Socher et al. use the term “word sequence”. Mikolov et
al. use the term “phrase” for word sequences that are mostly
frequent continuous collocations.

where lexicon entries can be both “continuous”
and “noncontinuous” linguistic phrases. Exam-
ples of skip-bigrams at distance 2 in the sentence
“this tea helped me to relax” are: “this*helped”,
“tea*me”, “helped*to” . . . Examples of linguistic
phrases listed in a typical lexicon are continuous
phrases like “cold cuts” and “White House” that
only occur without intervening words and discon-
tinous phrases like “take over” and “turn off” that
can occur with intervening words. We consider
it promising to compute embeddings for these
phrases because many phrases, including the four
examples we just gave, are noncompositional or
weakly compositional, i.e., it is difficult to com-
pute the meaning of the phrase from the meaning
of its parts. We write gaps as “*” for SkipBs and
“ ” for phrases.

We can approach the question of what basic
linguistic units should have representations from
a practical as well as from a cognitive point of
view. In practical terms, we want representations
to be optimized for good generalization. There
are many situations where a particular task involv-
ing a word cannot be solved based on the word
itself, but it can be solved by analyzing the con-
text of the word. For example, if a coreference
resolution system needs to determine whether the
unknown word “Xiulan” (a Chinese first name)
in “he helped Xiulan to find a flat” refers to an
animate or an inanimate entity, then the SkipB
“helped*to” is a good indicator for the animacy of
the unknown word – whereas the unknown word
itself provides no clue.

From a cognitive point of view, it can be argued
that many basic units that the human cognitive sys-
tem uses have multiple words. Particularly con-
vincing examples for such units are phrasal verbs
in English, which often have a non-compositional
meaning. It is implausible to suppose that we
retrieve atomic representations for, say, “keep”,
“up”, “on” and “from” and then combine them to
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form the meanings of the expressions “keep your
head up,” “keep the pressure on,” “keep him from
laughing”. Rather, it is more plausible that we rec-
ognize “keep up”, “keep on” and “keep from” as
relevant basic linguistic units in these contexts and
that the human cognitive systems represents them
as units.

We can view SkipBs and discontinuous phrases
as extreme cases of treating two words that do not
occur next to each other as a unit. SkipBs are de-
fined purely statistically and we will consider any
pair of words as a potential SkipB in our exper-
iments below. In contrast, discontinuous phrases
are well motivated. It is clear that the words
“picked” and “up” in the sentences “I picked it
up” belong together and form a unit very similar to
the word “collected” in “I collected it”. The most
useful definition of discontinuous units probably
lies in between SkipBs and phrases: we definitely
want to include all phrases, but also some (but not
all) statistical SkipBs. The initial work presented
in this paper may help in finding a good “compro-
mise” definition.

This paper contributes to a preliminary inves-
tigation of generalized phrase embeddings and
shows that they are better suited than word em-
bedding for a coreference resolution classification
task and for paraphrase identification. Another
contribution lies in that the phrase embeddings we
release2 could be a valuable resource for others.

The remainder of this paper is organized as fol-
lows. Section 2 and Section 3 introduce how to
learn embeddings for SkipBs and phrases, respec-
tively. Experiments are provided in Section 4.
Subsequently, we analyze related work in Section
5, and conclude our work in Section 6.

2 Embedding learning for SkipBs

With English Gigaword Corpus (Parker et al.,
2009), we use the skip-gram model as imple-
mented in word2vec3 (Mikolov et al., 2013) to in-
duce embeddings. Word2vec skip-gram scheme is
a neural network language model, using a given
word to predict its context words within a window
size. To be able to use word2vec directly with-
out code changes, we represent the corpus as a
sequence of sentences, each consisting of two to-
kens: a SkipB and a word that occurs between the

2http://www.cis.lmu.de/pub/
phraseEmbedding.txt.bz2

3https://code.google.com/p/word2vec/

two enclosing words of the SkipB. The distance
k between the two enclosing words can be var-
ied. In our experiments, we use either distance
k = 2 or distance 2 ≤ k ≤ 3. For example, for
k = 2, the trigram wi−1 wi wi+1 generates the sin-
gle sentence “wi−1*wi+1 wi”; and for 2 ≤ k ≤ 3,
the fourgram wi−2 wi−1 wi wi+1 generates the
four sentences “wi−2*wi wi−1”, “wi−1*wi+1 wi”,
“wi−2*wi+1 wi−1” and “wi−2*wi+1 wi”.

In this setup, the middle context of SkipBs are
kept (i.e., the second token in the new sentences),
and the surrounding context of words of original
sentences are also kept (i.e., the SkipB in the new
sentences). We can run word2vec without any
changes on the reformatted corpus to learn embed-
dings for SkipBs. As a baseline, we run word2vec
on the original corpus to compute embeddings for
words. Embedding size is set to 200.

3 Embedding learning for phrases

3.1 Phrase collection
Phrases defined by a lexicon have not been deeply
investigated before in deep learning. To collect
canonical phrase set, we extract two-word phrases
defined in Wiktionary4, and two-word phrases de-
fined in Wordnet (Miller and Fellbaum, 1998) to
form a collection of size 95218. This collection
contains phrases whose parts always occur next to
each other (e.g., “cold cuts”) and phrases whose
parts more often occur separated from each other
(e.g., “take (something) apart”).

3.2 Identification of phrase continuity
Wiktionary and WordNet do not categorize
phrases as continuous or discontinous. So we need
a heuristic for determining this automatically.

For each phrase “A B”, we compute
[c1, c2, c3, c4, c5] where ci, 1 ≤ i ≤ 5, indi-
cates there are ci occurrences of A and B in that
order with a distance of i. We compute these
statistics for a corpus consisting of Gigaword
and Wikipedia. We set the maximal distance
to 5 because discontinuous phrases are rarely
separated by more than 5 tokens.

If c1 is 10 times higher than (c2+c3+c4+c5)/4,
we classify “A B” as continuous, otherwise as dis-
continuous. Taking phrase “pick off” as an ex-
ample, it gets vector [1121, 632, 337, 348, 4052],
c1 (1121) is smaller than the average 1342.25, so

4http://en.wiktionary.org/wiki/
Wiktionary:Main_Page
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“pick off” is set as “discontinuous”. Further con-
sider “Cornell University” which gets [14831, 16,
177, 331, 3471], satisfying above condition, hence
it is treated as a continuous phrase.

3.3 Sentence reformatting

Given the continuity information of phrases,
sentence “· · ·A · · ·B · · · ” is reformated into
“· · ·A B · · ·A B · · · ” if “A B” is a discontinu-
ous phrase and is separated by maximal 4 words,
and sentence “· · ·AB · · · ” into “· · ·A B · · · ” if
“A B” is a continuous phrase.

In the first case, we use phrase “A B” to replace
each of its component words for the purpose of
making the context of both constituents available
to the phrase in learning. For the second situation,
it is natural to combine the two words directly to
form an independent semantic unit.

Word2vec is run on the reformatted corpus to
learn embeddings for both words and phrases.
Embedding size is also set to 200.

3.4 Examples of phrase neighbors

Usually, compositional methods for learning rep-
resentations of multi-word text suffer from the dif-
ficulty in integrating word form representations,
like word embeddings. To our knowledge, there is
no released embeddings which can directly facil-
itate measuring the semantic affinity between lin-
guistic units of arbitrary lengths. Table 1 attempts
to provide some nearest neighbors for given typ-
ical phrases to show the promising perspective
of our work. Note that discontinuous phrases
like “turn off” have plausible single word nearest
neighbors like “unplug”.

4 Experiments

Our motivation for generalized phrases in Sec-
tion 1 was that they can be used to infer the at-
tributes of the context they enclose and that they
can capture non-compositional semantics. Our hy-
pothesis was that they are more suitable for this
than word embeddings. In this section we carry
out two experiments to test this hypothesis.

4.1 Animacy classification for markables

A markable in coreference resolution is a linguis-
tic expression that refers to an entity in the real
world or another linguistic expression. Examples
of markables include noun phrases (“the man”),

named entities (“Peter”) and nested nominal ex-
pressions (“their”). We address the task of ani-
macy classification of markables: classifying them
as animate/inanimate. This feature is useful for
coreference resolution systems because only ani-
mate markables can be referred to using masculine
and feminine pronouns in English like “him” and
“she”. Thus, this is an important clue for automat-
ically clustering the markables of a document into
correct coreference chains.

To create training and test sets, we extract all
39,689 coreference chains from the CoNLL2012
OntoNotes corpus.5 We label chains that con-
tain an animate pronoun markable (“she”, “her”,
“he”, “him” or “his”) and no inanimate pronoun
markable (“it” or “its”) as animate; and chains
that contain an inanimate pronoun markable and
no animate pronoun markable as inanimate. Other
chains are discarded.

We extract 39,942 markables and their contexts
from the 10,361 animate and inanimate chains.
The context of a markable is represented as a
SkipB: it is simply the pair of the two words occur-
ring to the left and right of the markable. The gold
label of a markable and its SkipB is the animacy
status of its chain: either animate or inanimate. We
divide all SkipBs having received an embedding in
the embedding learning phase into a training set of
11,301 (8097 animate, 3204 inanimate) and a bal-
anced test set of 4036.

We use LIBLINEAR (Fan et al., 2008) for clas-
sification, with penalty factors 3 and 1 for inan-
imate and animate classes, respectively, because
the training data are unbalanced.

4.1.1 Experimental results
We compare the following representations for an-
imacy classification of markables. (i) Phrase em-
bedding: Skip-bigram embeddings with skip dis-
tance k = 2 and 2 ≤ k ≤ 3; (ii) Word em-
bedding: concatenation of the embeddings of the
two enclosing words where the embeddings are
either standard word2vec embeddings (see Sec-
tion 2) or the embeddings published by (Collobert
et al., 2011);6 (iii) the one-hot vector representa-
tion of a SkipB: the concatentation of two one-hot
vectors of dimensionality V where V is the size
of the vocabulary. The first (resp. second) vector

5http://conll.cemantix.org/2012/data.
html

6http://metaoptimize.com/projects/
wordreprs/
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turn off caught up take over macular degeneration telephone interview
switch off mixed up take charge eye disease statement

unplug entangled replace diabetic retinopathy interview

turning off involved take control cataracts conference call

shut off enmeshed stay on periodontal disease teleconference

block out tangled retire epilepsy telephone call

turned off mired succeed glaucoma told

fiddle with engaged step down skin cancer said

Table 1: Phrases and their nearest neighbors

is the one-hot vector for the left (resp. right) word
of the SkipB. Experimental results are shown in
Table 2.

representation accuracy

phrase embedding
k = 2 0.703
2 ≤ k ≤ 3 0.700

word embedding
word2vec 0.668*†

Collobert et al. 0.662*†

one-hot vectors 0.638*†

Table 2: Classification accuracy. Mark “*” means
significantly lower than “phrase embedding”, k =
2; “†” means significantly lower than “phrase em-
bedding”, 2 ≤ k ≤ 3. As significance test, we use
the test of equal proportion, p < .05, throughout.

The results show that phrase embeddings have
an obvious advantage in this classification task,
both for k = 2 and 2 ≤ k ≤ 3. This validates
our hypothesis that learning embeddings for dis-
continuous linguistic units is promising.

In our error analysis, we found two types of
frequent errors. (i) Unspecific SkipBs. Many
SkipBs are equally appropriate for animate and
inanimate markables. Examples of such SkipBs
include “take*in” and “then*goes”. (ii) Untypical
use of specific SkipBs. Even SkipBs that are spe-
cific with respect to what type of markable they
enclose sometimes occur with the “wrong” type
of markable. For example, most markables oc-
curring in the SkipB “of*whose” are animate be-
cause “whose” usually refers to an animate mark-
able. However, in the context “. . . the southeast-
ern area of Fujian whose economy is the most ac-
tive” the enclosed markable is Fujian, a province
of China. This example shows that “whose” occa-
sionally refers to an inanimate entity even though

these cases are infrequent.

4.1.2 Nearest neighbors of SkipBs
Table 3 shows some SkipBs and their nearest
neighbors in descending order, where similarity is
computed with cosine measure.

A general phenomenon is that phrase embed-
dings capture high degree of consistency in infer-
ring the attributes of enclosed words. Considering
the neighbor list in the first column, we can esti-
mate that a verb probably appears as the middle
token. Furthermore, noun, pronoun, adjective and
adverb can roughly be inferred for the remaining
columns, respectively.7

4.2 Paraphrase identification task

Paraphrase identification depends on semantic
analysis. Standard approaches are unlikely to as-
sign a high similarity score to the two sentences
“he started the machine” and “he turned the ma-
chine on”. In our approach, embedding of the
phrase “turned on” can greatly help us to infer cor-
rectly that the sentences are paraphrases. Hence,
phrase embeddings and in particular embeddings
of discontinuous phrases seem promising in para-
phrase detection task.

We use the Microsoft Paraphrase Corpus (Dolan
et al., 2004) for evaluation. It consists of a training
set with 2753 true paraphrase pairs and 1323 false
paraphrase pairs, along with a test set with 1147
true and 578 false pairs. After discarding pairs
in which neither sentence contains phrases, 3027
training pairs (2123 true vs. 904 false) and 1273
test pairs (871 true vs. 402 false) remain.

7A reviewer points out that this is only a suggestive anal-
ysis and that corpus statistics about these contexts would be
required to establish that phrase embeddings can predict part-
of-speech with high accuracy.
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who*afghanistan, some*told women*have with*responsibility he*worried
had*afghanistan other*told men*have of*responsibility she*worried

he*afghanistan two*told children*have and*responsibility was*worried

who*iraq –*told girls*have “*responsibility is*worried

have*afghanistan but*told parents*have that*responsibility said*worried

fighters*afghanistan one*told students*have ’s*responsibility that*worried

who*kosovo because*told young*have the* responsibility they*worried

was*afghanistan and*told people*have for*responsibility ’s*worried

Table 3: SkipBs and their nearest neighbors

We tackle the paraphrase identification task via
supervised binary classification. Sentence repre-
sentation equals to the addition over all the to-
ken embeddings (words as well as phrases). A
slight difference is that when dealing with a sen-
tence like “· · ·A B · · ·A B · · · ” we only consider
“A B” embedding once. The system “word em-
bedding” is based on the embeddings of single
words only. Subsequently, pair representation is
derived by concatenating the two sentence vectors.
This concatentation is then classified by LIBLIN-
EAR as “paraphrase” or “no paraphrase”.

4.2.1 Experimental results and analysis
Table 4 shows the performance of two methods.
Phrase embeddings are apparently better. Most
work on paraphrase detection has devised intri-
cate features and achieves performance numbers
higher than what we report here (Ji and Eisenstein,
2013; Madnani et al., 2012; Blacoe and Lapata,
2012). Our objective is only to demonstrate the
superiority of considering phrase embedding over
merely word embedding in this standard task.

We are interested in how phrase embeddings
make an impact on this task. To that end, we per-
form an analysis on test examples where word em-
beddings are better than phrase embeddings and
vice versa.

Table 5 shows four pairs, of which “phrase em-
bedding” outperforms “word embedding” in the

Methods Accuracy F1
baseline 0.684 0.803

word embedding 0.695 0.805
phrase embedding 0.713 0.812

Table 4: Paraphrase task results.

first two examples, “word embedding” defeats
“phrase embedding” in the last two examples. In
the first pair, successful phrase detection enables
to split sentences into better units, thus the gener-
ated representation can convey the sentence mean-
ing more exactly.

The meaning difference in the second pair orig-
inates from the synonym substitution between
“take over as chief financial officer” and “fill
the position”. The embedding of the phrase
“take over” matches the embedding of the single
word “fill” in this context.

“Phrase embedding” in the third pair suffers
from wrong phrase detection. Actually, “in” and
“on” can not be treated as a sound phrase in that
situation even though “in on” is defined by Wik-
tionary. Indeed, this failure, to some extent, re-
sults from the shortcomings of our method in dis-
covering true phrases. Furthermore, figuring out
whether two words are a phrase might need to
analyse syntactic structure in depth. This work is
directly based on naive intuitive knowledge, acting
as an initial exploration. Profound investigation is
left as future work.

Our implementation discovers the contained
phrases in the fourth pair perfectly. Yet, “word em-
bedding” defeats “phrase embedding” still. The
pair is not a paraphrase partly because the numbers
are different; e.g., there is a big difference between
“5.8 basis points” and “50 basis points”. Only a
method that can correctly treat numerical informa-
tion can succeed here. However, the appearance of
phrases “central bank”, “interest rates” and “ba-
sis points” makes the non-numerical parts more
expressive and informative, leading to less dom-
inant for digital quantifications. On the contrary,
though “word embedding” fails to split the sen-
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G W P sentence 1 sentence 2
1 0 1 Common side effects include

nasal congestion, runny nose, sore throat
and cough, the FDA said .

The most common side effects after get-
ting the nasal spray were nasal congestion,
runny nose, sore throat and cough .

1 0 1 Douglas Robinson, a senior vice president
of finance, will take over as chief financial
officer on an interim basis .

Douglas Robinson, CA senior
vice president, finance, will fill the
position in the interim .

1 1 0 They were being held Sunday in the Camden
County Jail on $ 100,000 bail each .

The Jacksons remained in on Camden
County jail $ 100,000 bail .

0 0 1 The interest rate sensitive two year Schatz
yield was down 5.8 basis points at 1.99 per-
cent .

The Swedish central bank cut inter-
est rates by 50 basis points to 3.0 percent
.

Table 5: Four typical sentence pairs in which the predictions of word embedding system and phrase
embedding system differ. G = gold annotation, W = prediction of word embedding system, P = prediction
of phrase embedding system. The formatting used by the system is shown. The original word order of
sentence 2 of the third pair is “· · · in Camden County jail on $ 100,000 bail”.

tences into better units, it weakens unexpectedly
the expressiveness of subordinate context. This
example demonstrates the difficulty of paraphrase
identification. Differing from simple similarity
tasks, two sentences are often not paraphrases
even though they may contain very similar words.

5 Related work

To date, approaches to extend embedding (or
more generally “representation”) beyond individ-
ual words are either compositional or holistic
(Turney, 2012).

The best known work along the first line is by
(Socher et al., 2010; Socher et al., 2011; Socher
et al., 2012; Blacoe and Lapata, 2012), in which
distributed representations of phrases or even sen-
tences are calculated from the distributed repre-
sentations of their parts. This approach is only
plausible for units that are compositional, i.e.,
whose properties are systematically predictable
from their parts. As well, how to develop a ro-
bust composition function still faces big hurdles;
cf. Table 5.1 in (Mitchell and Lapata, 2010). Our
approach (as well as similar work on continuous
phrases) makes more sense for noncompositional
units.

Phrase representations can also be derived by
methods other than deep learning of embed-
dings, e.g., as vector space representations (Tur-
ney, 2012; Turney, 2013; Dinu et al., 2013). The
main point of this paper – generalizing phrases to
discontinuous phrases and computing representa-

tions for them – is orthogonal to this issue. It
would be interesting to evaluate other types of rep-
resentations for generalized phrases.

6 Conclusion and Future Work

We have argued that generalized phrases are part
of the inventory of linguistic units that we should
compute embeddings for and we have shown that
such embeddings are superior to word form em-
beddings in a coreference resolution task and stan-
dard paraphrase identification task.

In this paper we have presented initial work on
several problems that we plan to continue in the
future: (i) How should the inventory of continu-
ous and discontinous phrases be determined? We
used a purely statistical definition on the one hand
and dictionaries on the other. A combination of
the two methods would be desirable. (ii) How can
we distinguish between phrases that only occur in
continuous form and phrases that must or can oc-
cur discontinuously? (iii) Given a sentence that
contains the parts of a discontinuous phrase in cor-
rect order, how do we determine that the cooccur-
rence of the two parts constitutes an instance of
the discontinuous phrase? (iv) Which tasks benefit
most significantly from the introduction of gener-
alized phrases?
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Abstract

Data-driven approach for parsing may suf-
fer from data sparsity when entirely un-
supervised. External knowledge has been
shown to be an effective way to alleviate
this problem. Subordinating conjunctions
impose important constraints on Chinese
syntactic structures. This paper proposes a
method to develop a grammar with hierar-
chical category knowledge of subordinat-
ing conjunctions as explicit annotations.
Firstly, each part-of-speech tag of the sub-
ordinating conjunctions is annotated with
the most general category in the hierar-
chical knowledge. Those categories are
human-defined to represent distinct syn-
tactic constraints, and provide an appropri-
ate starting point for splitting. Secondly,
based on the data-driven state-split ap-
proach, we establish a mapping from each
automatic refined subcategory to the one
in the hierarchical knowledge. Then the
data-driven splitting of these categories is
restricted by the knowledge to avoid over
refinement. Experiments demonstrate that
constraining the grammar learning by the
hierarchical knowledge improves parsing
performance significantly over the base-
line.

1 Introduction

Probabilistic context-free grammars (PCFGs) un-
derlie most of the high-performance parsers
(Collins, 1999; Charniak, 2000; Charniak and
Johnson, 2005; Zhang and Clark, 2009; Chen and
Kit, 2012; Zhang et al., 2013). However, a naive
PCFG which simply takes the empirical rules and
probabilities off of a Treebank does not perform
well (Klein and Manning, 2003; Levy and Man-
ning, 2003; Bansal and Klein, 2012), because

its context-freedom assumptions are too strong in
some cases (e.g. it assumes that subject and ob-
ject NPs share the same distribution). Therefore,
a variety of techniques have been developed to en-
rich PCFG (Klein and Manning, 2005; Matsuzaki
et al., 2005; Zhang and Clark, 2011; Shindo et al.,
2012).

Hierarchical state-split approach (Petrov et al.,
2006; Petrov and Klein, 2007; Petrov and Klein,
2008a; Petrov and Klein, 2008b; Petrov, 2009)
refines and generalizes the original grammars in
a data-driven manner, and achieves state-of-the-
art performance. Starting from a completely
markovized X-Bar grammar, each category is split
into two subcategories. EM is initialized with this
starting point and used to climb the highly non-
convex objective function of computing the joint
likelihood of the observed parse trees. Then a
merging step applies a likelihood ratio test to re-
verse the least useful half part of the splits. Learn-
ing proceeds by iterating between those two steps
for six rounds. Spectral learning of latent-variable
PCFGs (Cohen et al., 2012; Bailly et al., ; Co-
hen et al., 2013b; Cohen et al., 2013a) is an-
other effective manner of state-split approach that
provides accurate and consistent parameter esti-
mates. However, this two complete data-driven
approaches are likely to be hindered by the over-
fitting issue.

Incorporating knowledge (Zhang et al., 2013;
Wu et al., 2011) to refine the categories in train-
ing a parser has been proved to remedy the
weaknesses of probabilistic context-free grammar
(PCFG). The knowledge contains content words
semantic resources base (Fujita et al., 2010; Agirre
et al., 2008; Lin et al., 2009), named entity cues
(Li et al., 2013) and so on. However, they are
limited in that they do not take into account the
knowledge about subordinating conjunctions.

Subordinating conjunctions are important in-
dications for different syntactic structure, espe-
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cially for Chinese. For example, the subordinating
conjunction “ÃØ” (no matter what) is typically
ahead of a sentence with pros and cons of the sit-
uation; on the contrary, a sufficient condition of-
ten occurs after the subordinating conjunction “X
J” (if). Those two cases are of distinct syntac-
tic structure. Figure 1 demonstrates that although
the sequences of the part-of-speech of the input
words are similar, these two subordinating con-
junctions exert quite different syntactic constraints
to the following clauses.

IP

VP

VP

VA

¤õ
succeed

ADVP

AD

Ø
not

CC

�´
or

VP

VA

¤õ
succeed

ADVP

CS

ØØ
No

matter

(a) “ÃØ” (no matter what) is typically ahead of a sentence
with pros and cons of the situation.

IP

IP

VP

VP

VP

VA

¤õ
succeed

ADVP

AD

Ø
don’t

ADVP

AD

�´
still

NP

PN

\
you

ADVP

CS

XJ
if

(b) “XJ” (if) often precedes a sufficient condition.

Figure 1: Different types of subordinating con-
junctions indicate distinct syntactic structure.

Based on the hierarchical state-split approach,
this paper proposes a data-oriented model super-
vised by our hierarchical subcategories of subordi-

nating conjunctions. In order to constrain the auto-
matic subcategory refinement, we firstly establish
the mapping between the automatic clustered sub-
categories and the predefined subcategories. Then
we employ a knowledge criterion to supervise the
hierarchical splitting of these subordinating con-
junction subcategories by the automatic state-split
approach, which can alleviate over-fitting. The ex-
periments are carried out on Penn Chinese Tree-
bank and Tsinghua Treebank, which verify that
the refined grammars with refined subordinating
conjunction categories can improve parsing per-
formance significantly.

The rest of this paper is organized as follows.
We first describe our hierarchical subcategories of
subordinating conjunction. Section 3 illustrates
the constrained grammar learning process in de-
tails. Section 4 presents the experimental evalua-
tion and the comparison with other approaches.

2 Hierarchical Subcategories of
Subordinating Conjunction

The only tag “CS” for all the various subordinat-
ing conjunctions is too coarse to indicate the in-
tricate subordinating relationship. The words in-
dicating different grammatical features share the
same tag “CS”, such as transition relationship,
progression relationship, preference relationship,
purpose relationship and condition relationship. In
each case, the context is different, and the subor-
dinating conjunction is an obvious indication for
the parse disambiguation for the context. The ex-
isting resources for computational linguistic, like
HowNet (Dong and Dong, 2003) and Cilin (Mei
et al., 1983), have classified all subordinating con-
junctions as one category, which is too coarse to
capture the syntactic implication.

To make use of the indication, we subdivide the
subordinating conjunctions according to its gram-
matical features in our scheme. Subordinating
conjunctions indicating each relationship is further
subdivided into two subcategories: one is used be-
fore the principal clause, the other is before the
subordinate clause. For example, the conjunc-
tions representing cause and effect contains “be-
cause” and “so”, where “because” should mod-
ify the cause, and “so” should modify the effect.
In addition, we found that there are several cases
in the conditional clause. Accordingly, we sub-
divide the conditional subordinating conjunctions
into seven types: assumption, universalization,
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SubordinatingConjunction
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Figure 2: Hierarchical subcategories of subordinating conjunctions with examples.

equality, sufficient condition, necessary condition,
sufficient but unnecessary condition and necessary
but insufficient condition (concession). The de-
tailed hierarchical subcategories of subordinating
conjunctions are displayed in Figure 2.

3 Parsing with Hierarchical Categories

The automatic state-split approach is designed to
refine all symbols together through a data-driven
manner, which takes the over-fitting risk. Instead
of splitting and merging all symbols together auto-
matically, we employ a knowledge-based criterion
with hierarchical refinement knowledge to con-
straint the splitting of these new refined tags for
subordinating conjunctions.

At the beginning, we produce a good starting
annotation with the top subcategories in the hi-
erarchical subcategories, which is of great use to
constraining the automatic splitting process. As
demonstrated in Figure 4, our parser is trained on
the good initialization with the automatic hierar-
chical state-split process, and gets improvements
compared with the original training data. For ex-
ample, as shown in Figure 2, the category for

%(but) and “Cause” for du(because) is anno-
tated as the top category “Transition” and “Cause
And Effect” respectively.

However, during this process, only the most
general hypernyms are used as the semantic rep-
resentation of words, and the lower subcategory
knowledge in the hierarchy is not explored. Thus,
we further constraint the split of the subordinating
conjunctions subcategories to be consistent with
the hierarchical subcategories to alleviate the over-
fitting issue. The top class is only used as the start-
ing annotations of POS tags to reduce the search
space for EM in our method. It is followed by the
hierarchical state-split process to further refine the
starting annotations based on the hierarchical sub-
categories.

3.1 Mapping from Automatic Subcategories
to Predefined Subcategories

With the initialization proposed above, the auto-
matically split-merge approach produces a series
of refined categories for each tag. We restrict each
automatically refined subcategory of subordinat-
ing conjunctions to correspond to a special node
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Figure 3: A schematic figure for the hierarchical state-split process of the tag “CS”. Each subcategory
of this tag has its own word set, and corresponds to one layer at the appropriate level in the hierarchical
subcategories.

in the hierarchical subcategories, as a hyponym
of “CS”. The hierarchical subcategories are em-
ployed in the hierarchical state-split process to im-
pose restrictions on the subcategory refinement.

First of all, it is necessary to establish the map-
ping from each subcategory in the data-driven hi-
erarchical subcategories to the subcategory in the
predefined hierarchical subcategories. We trans-
fer the method for semantic-related labels (Lin et
al., 2009) to our case here. The mapping is imple-
mented with the word set related to each automati-
cally refined granularity of clustered subordinating
conjunctions and the node at the special level in
the subcategory knowledge. The schematic in Fig-
ure 3 demonstrates this supervised splitting pro-
cess for CS. The left part of this figure is the word
sets of automatic clustered subcategories of the
CS, which is split hierarchically. As expressed
by the lines, each subcategory corresponds to one
node in the right part of this figure, which is our hi-
erarchical subcategory knowledge of subordinat-
ing conjunctions.

As it is shown in Figure 3, the original tag “CS”
treats all the words it produces as its word set.
Upon splitting each coarse category into two more
specific subcategories, its word set is also cut into
two subsets accordingly, through forcedly divid-
ing each word in the word set into one subcategory
which is most probable for this word in the lex-
ical grammar. And each automatic refinement is

mapped to the most specific subcategory (that is to
say, the lowest node) that contains the entirely cor-
responding word set in the human-defined knowl-
edge. On this basis, the new knowledge-based cri-
terion is introduced to enrich and generalize these
subcategories, with the purpose of fitting the re-
finement to the subcategory knowledge rather than
the training data.

3.2 Knowledge-based Criterion for
Subordinating Conjunctions Refinement

With the mapping between the automatic refined
subcategories and the human-defined hierarchical
subcategory knowledge, we could supervise the
automatic state refinement by the knowledge.

Instead of being merged by likelihood, a
knowledge-based criterion is employed, to decide
whether or not to go back to the upper layer in
the hierarchical subcategories and thus remove the
new subcategories of these tags. The criterion is
that, we assume that the bottom layer in the hi-
erarchical subcategories is special enough to ex-
press the distinction of the subordinating conjunc-
tions. If the subcategories of the subordinating
conjunctions has gone beyond the bottom layer,
then the new split subcategories are deemed to be
unnecessary and should be merged back. That is
to say, once the parent layer of this new subcate-
gory is mapped onto the most special subcategory,
it should be removed immediately. As illustrated
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Treebank Train Dataset Develop Dataset Test Dataset

CTB5 Articles 1-270 Articles 400-1151, 301-325 Articles 271-300
TCT 16000 sentences 800 sentences 758 sentences

Table 1: Data allocation of our experiment.

in Figure 3, if the node has no hyponym, this sub-
category has been specialized enough according to
the knowledge, and thus the corresponding subcat-
egory will stop splitting.

By introducing a knowledge-based criterion,
the issue is settled whether or not to further split
subcategories from the perspective of predefined
knowledge. To investigate the effectiveness of the
presented approach, several experiments are con-
ducted on both Penn Chinese Treebank and Ts-
inghua Treebank. They reveal that the subcategory
knowledge of subordinating conjunctions is effec-
tive for parsing.

4 Experiments

4.1 Experimental Setup

We present experimental results on both Chinese
Treebank (CTB) 5.0 (Xue et al., 2002) (All traces
and functional tags were stripped.) and Tsinghua
Treebank (TCT) (Zhou, 2004). All the experi-
ments were carried out after six cycles of split-
merge.

The data set allocation is described in Table 1.
We use the EVALB parseval reference imple-
mentation (Sekine, 1997) for scoring. Statistical
significance was checked by Bikel’s randomized
parsing evaluation comparator (Bikel, 2000).

4.2 Parsing Performance with Hierarchical
Subcategories

We presented a flexible approach which refines
the subordinating conjunctions in a hierarchy fash-
ion where the hierarchical layers provide different
granularity of specificity. To facilitate the compar-
isons, we set up 6 experiments on CTB5.0 with
different strategies of choosing the subcategory
layers in the hierarchical subcategory knowledge:

• baseline: Training without hierarchical sub-
category knowledge

• top: Choosing the top layer in hierarchi-
cal subcategories (using “Transition”, “Con-
dition” , “Purpose” and so on)

• bottom: Choosing the bottom layer in hierar-
chical subcategories (the most specified sub-
categories)

• word: Substituting POS tag with the word it-
self

• knowledge criterion: Automatically choos-
ing the appropriate layer through the knowl-
edge criterion

Figure 4: Comparison of parsing performance for
each model in the split-merge cycles.

Figure 4 shows the F1 scores of the last 4 cy-
cles in the 6 split-merge cycles. The results are
just as expectation, through which we can tell that
the “top” model performs slightly better than the
baseline owing to a better start point of the state-
splitting. This result confirms the value of our
initial explicit annotations. While the “bottom”
model doesn’t improve the performance due to
excessive refinement and causes over-fitting, the
“word” model behaves even worse for the same
reason. In the 5th split-merge cycle, the “knowl-
edge criterion” model picks the appropriate layer
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in hierarchical subcategories and achieves the best
result.

We also test our method on TCT. Table 2 com-
pares the accuracies of the baseline, initialization
with top subcategories and the “knowledge cri-
terion” model, and confirms that the subcategory
knowledge helps parse disambiguation.

Parser P R F1

baseline 74.40 74.28 74.34

top 75.12 75.17 75.14

knowledge criterion 76.18 76.27 76.22

Table 2: Our parsing performance with different
criterions on TCT.

4.3 Final Results

Our final results are achieved using the “knowl-
edge criterion” model. As we can see from the
table 3, our final parsing performance is higher
than the unlexicalized parser (Levy and Manning,
2003; Petrov, 2009) and the parsing system in
Qian and Liu (2012), but falls short of the systems
using semantic knowledge of Lin et al. (2009) and
exhaustive word formation knowledge of Zhang et
al. (2013).

Parser P R F1

Levy(2003) 78.40 79.20 78.80

Petrov(2009) 84.82 81.93 83.33

Qian(2012) 84.57 83.68 84.13

Zhang(2013) 84.42 84.43 84.43

Lin(2009) 86.00 83.10 84.50

This paper 85.93 82.87 84.32

Table 3: Our final parsing performance compared
with the best previous works on CTB5.0.

The improvement on the hierarchical state-split
approach verifies the effectiveness of the subcat-
egory knowledge of subordinating conjunctions
for alleviating over-fitting. And the subcategory
knowledge could be integrated with the knowl-
edge base employed in Lin et al. (2009) and Zhang
et al. (2013) to contribute more on parsing accu-
racy improvement.

5 Conclusion

In this paper, we present an approach to constrain
the data-driven state-split method by hierarchi-
cal subcategories of subordinating conjunctions,
which appear as explicit annotations in the gram-
mar. The parsing accuracy is improved by this
method owing to two reasons. Firstly, the most
general hypernym of subordinating conjunctions
exerts an initial restrict to the following splitting
step. Secondly, the splitting process is confined
by a knowledge-based criterion with the human-
defined hierarchical subcategories to avoid over
refinement.
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Abstract 

We go beyond the level of individual 

sentences applying parse tree kernels to 

paragraphs. We build a set of extended 

trees for a paragraph of text from the in-

dividual parse trees for sentences and 

learn short texts such as search results 

and social profile postings to take ad-

vantage of additional discourse-related 

information. Extension is based on coref-

erences and rhetoric structure relations 

between the phrases in different sentenc-

es. We evaluate our approach, tracking 

relevance classification improvement for 

multi-sentence search task. The search 

problem is formulated as classification of 

search results into the classes of relevant 

and irrelevant, learning from the Bing 

search results. We compare performances 

of individual sentence kernels with the 

ones for extended parse trees and show 

that adding discourse information to 

learning data helps to improve classifica-

tion results. 

1 Introduction 

In spite of substantial efforts to formulate a com-

plete linking theory between syntax and seman-

tics, it is not available yet. Hence the design of 

syntactic features for automated learning of syn-

tactic structures is still an art. One of the solu-

tions to systematically treat these syntactic fea-

tures ‒ tree kernels built over syntactic parse 

trees. Convolution tree kernel (Collins and 

Duffy, 2002) defines a feature space consisting 

of all subtree types of parse trees and counts the 

number of common subtrees as the syntactic sim-

ilarity between two parse trees. They have found 

a number of applications in several natural lan-

guage tasks, e.g. syntactic parsing re-ranking, 

relation extraction (Zelenko et al., 2003; Zhang 

et al 2006), named entity recognition (Cumby 

and Roth, 2003) and Semantic Role Labeling 

(Moschitti, 2004), pronoun resolution (Yang et 

al., 2006), question classification (Zhang and 

Lee, 2003) and machine translation (Zhang and 

Li, 2009). 

The kernel ability to generate large feature sets 

is useful to quickly model new and not well un-

derstood linguistic phenomena in learning ma-

chines. However, it is often possible to manually 

design features for linear kernels that produce 

high accuracy and fast computation time whereas 

the complexity of tree kernels may prevent their 

application in real scenarios. 

Many learning algorithms, such as SVM 

(Vapnik, 1998) can work directly with kernels by 

replacing the dot product with a particular kernel 

function. This useful property of kernel methods, 

that implicitly calculates the dot product in a 

high-dimensional space over the original repre-

sentations of objects such as sentences, has made 

kernel methods an effective solution to modeling 

structured objects in NLP. A number of NL tasks 

require computing of semantic features over par-

agraphs of text containing multiple sentences. 

Doing it in a sentence pair-wise manner is not 

always accurate, since it is strongly dependent on 

how information (phrases) is distributed through 

sentences. 

An approach to build a kernel based on more 

than a single parse tree has been proposed 

(Severyn et.al., 2012), however without any rela-

tions between parse trees or for a different pur-

pose than treating multi-sentence portions of 

text. To compensate for parsing errors (Zhang et 

al., 2008), a convolution kernel over packed 

parse forest (Severyn and Moschitti, 2012; Aioli 

et.al, 2007) is used to mine syntactic features 

from it directly. A packed forest compactly en-

codes exponential number of n-best parse trees, 

and thus containing much more rich structured 

features than a single parse tree. This advantage 

enables the forest kernel not only to be more ro-

bust against parsing errors, but also to be able to 

learn more reliable feature values and help to 
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solve the data sparseness issue that exists in the 

traditional tree kernel. 

On the contrary, in this study we form a tree for-

est of sequence of sentences in a paragraph of 

text. Currently, kernel methods tackle individual 

sentences. However, in learning settings where 

texts include multiple sentences, structures which 

include paragraph-level information need to be 

employed. We demonstrate that in certain do-

mains and certain cases discourse structure is 

essential for proper classification of texts. 

2 Necessity to extend parse trees 

We introduce a domain where a pair-wise com-

parison of sentences is insufficient to properly 

learn certain semantic features of texts. This is 

due to the variability of ways information can be 

communicated in multiple sentences, and varia-

tions in possible discourse structures of text 

which needs to be taken into account. 

We consider an example of text classification 

problem, where short portions of text belong to 

two classes: 

 Tax liability of a landlord renting office 

to a business. 

 Tax liability of a business owner renting 

an office from landlord. 

I rent an office space. This office is for my busi-

ness. I can deduct office rental expense from my 

business profit to calculate net income. 

 

To run my business, I have to rent an office. The 

net business profit is calculated as follows. Rental 

expense needs to be subtracted from revenue. 

 

To store goods for my retail business I rent some 

space. When I calculate the net income, I take revenue 

and subtract business expenses such as office rent. 

 
I rent out a first floor unit of my house to a travel 

business. I need to add the rental income to my profit. 

However, when I repair my house, I can deduct the 

repair expense from my rental income. 

 

I receive rental income from my office. I have to 

claim it as a profit in my tax forms. I need to add my 

rental income to my profits, but subtract rental ex-

penses such as repair from it. 

 

I advertised my property as a business rental. Ad-

vertisement and repair expenses can be subtracted 

from the rental income. Remaining rental income 

needs to be added to my profit and be reported as tax-

able profit. 

Firstly, note that keyword-based analysis does 

not help to separate the first three paragraphs and 

the second three paragraphs. They all share the 

same keywords rent-

al/office/income/profit/add/subtract. Phrase-

based analysis does not help, since both sets of 

paragraphs share similar phrases. Secondly, pair-

wise sentence comparison does not solve the 

problem either. Anaphora resolution is helpful 

but insufficient. All these sentences include ‘I’ 

and its mention, but other links between words or 

phrases in different sentences need to be used.  

Rhetoric structures need to come into play to 

provide additional links between sentences. The 

structure to distinguish between  

renting for yourself and deducting from total in-

come  

and  

renting to someone and adding to income  

embraces multiple sentences. The second clause 

about adding/subtracting incomes is linked by 

means of the rhetoric relation of elaboration with 

the first clause for landlord/tenant. This rhetoric 

relation may link discourse units within a sen-

tence, between consecutive sentences and even 

between first and third sentence in a paragraph. 

Other rhetoric relations can play similar role for 

forming essential links for text classification. 

Which representations for these paragraphs of 

text would produce such common sub-structure 

between the structures of these paragraphs? We 

believe that extended trees, which include the 

first, second, and third sentence for each para-

graph together can serve as a structure to differ-

entiate the two above classes. 

The dependency parse trees for the first text in 

our set and its coreferences are shown in Fig. 1. 

There are multiple ways the nodes from parse 

trees of different sentences can be connected: we 

choose the rhetoric relation of elaboration which 

links the same entity office and helps us to form 

the structure rent-office-space – for-my-business 

– deduct-rental-expense which is the base for our 

classification. We used Stanford Core NLP, co-

references resolution (Lee et al., 2012) and its 

visualization to form Figs. 1 and 2. 

Fig. 2 shows the resultant extended tree with 

the root ‘I’ from the first sentence. It includes the 

whole first sentence, a verb phrase from the sec-

ond sentence and a verb phrase from the third 

sentence according to rhetoric relation of elabo-

ration. Notice that this extended tree can be intui-

tively viewed as representing the ‘main idea’ of 

this text compared to other texts in our set. All 

extended trees need to be formed for a text and 
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then compared with that of the other texts, since 

we don’t know in advance which extended tree is 

essential. From the standpoint of tree kernel 

learning, extended trees are learned the same 

way as regular parse trees. 

 

 
Fig.1: Coreferences and the set of dependency trees 

for the first text. 

 

 
Fig. 2: Extended tree which includes 3 sentences 

3 Building extended trees 

For every arc which connects two parse trees, we 

derive the extension of these trees, extending 

branches according to the arc (Fig. 3). 

In this approach, for a given parse tree, we 

will obtain a set of its extension, so the elements 

of kernel will be computed for many extensions, 

instead of just a single tree. The problem here is 

that we need to find common sub-trees for a 

much higher number of trees than the number of 

sentences in text, however by subsumption (sub-

tree relation) the number of common sub-trees 

will be substantially reduced. 

If we have two parse trees P1 and P2 for two 

sentences in a paragraph, and a relation 

R12: P1i →P2j between the nodes P1i and P2j, we 

form the pair of extended trees P1*P2: 

…, P1i-2, P1i-1, P1i, P2j, P2j+1, P2j+2,… 

…, P2j-2, P2j-1, P2j, P1i, P1i+1, P2i+2,…, 

which would form the feature set for tree kernel 

learning in addition to the original trees P1 and 

P2. Notice that the original order of nodes of 

parse trees is retained under operation ‘*’ (Fig. 

3). 

 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3: An arc which connects two parse trees for two 

sentences in a text (on the top) and the derived set of 

extended trees (on the bottom). 

The algorithm for building an extended tree for a 

set of parse trees T is presented below: 

Input:  

1) Set of parse trees T. 

2) Set of relations R, which includes relations Rijk be-

tween the nodes of Ti and Tj: Ti T, Tj T, Rijk R. 

We use index k to range over multiple relations be-

tween the nodes of parse tree for a pair of sentences. 

 

Output: the exhaustive set of extended trees E. 

 
Set E = ; 

For each tree i=1:|T| 

   For each relation Rijk,  k= 1: |R| 

     Obtain Tj 

     Form the pair of extended trees Ti * Tj; 

     Verify that each of the extended trees do not have 

a super-tree in E 

      If verified, add to E; 

Return E. 

 

 

 
 

Notice that the resultant trees are not the prop-

er parse trees for a sentence, but nevertheless 

form an adequate feature space for tree kernel 

learning. 

P11 

P1i P2j 

P21 

P2j+

1 
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To obtain the inter-sentence links, we em-

ployed the following sources: 

 Coreferences from Stanford NLP (Re-

casens et al., 2013, Lee et al., 2013). 

 Rhetoric relation extractor based on the 

rule-based approach to finding relations 

between elementary discourse units 

(Galitsky et al., 2013). We combined 

manual rules with automatically learned 

derived from the available discourse cor-

pus by means of syntactic generalization. 

4 Assessment of classification improve-

ment 

To confirm that using a set of extended parse 

trees for paragraphs leverages additional seman-

tic information compared to a set of parse trees 

for all sentences in a paragraph, we perform an 

evaluation of relevance in search domain: 

 As a baseline, we take all trees for sen-

tences in paragraphs 

 As an expected improvement, we take all 

extended trees in a paragraph. 

Since a benchmarking database for answering 

complex multi-sentence questions is not availa-

ble, we form our own dataset for product-related 

opinions. The question answering problem is 

formulated as finding information on the web, 

relevant to a user posting / opinion expression in 

a blog, forum or social network. 

For the purpose of this evaluation it is not es-

sential to provide the best possible set of an-

swers. Instead, we are concerned with the com-

parison of relevance improvement by using ex-

tended parse tree, as long as the evaluation set-

tings of question answering are identical. The 

details of the evaluation are given in Section 7. 

5 Implementation of kernel learning for 

extended trees 

The evaluation framework described here is im-

plemented as an OpenNLP contribution. It relies 

on the following systems:  

 OpenNLP/Stanford NLP parser; 

 Stanford NLP Coreference; 

 Bing search; 

 Wrapper of TK-Light kernel learner 

(Moschitti, 2006). 

Framework includes the following compo-

nents of Apache OpenNLP.similarity project: 

 Rhetoric parser 

 Parse thicket builder and generalizer 

(Galitsky et al., 2012). Not used in this 

evaluation. 

 A number of applications based on the 

above component, including search (re-

quest handler for SOLR), speech recog-

nition, content generation and others. 

One of the use cases of this 

OpenNLP.similarity component is a Java wrap-

per for tree kernel algorithms implemented in 

C++. It allows seamless integration of tree kernel 

algorithms into other open source systems avail-

able in Java for search, information retrieval and 

machine learning. Moreover, tree kernel algo-

rithms can be embedded into Hadoop framework 

in the domains where offline performance is es-

sential. Libraries and evaluation results described 

in this paper are also available at 

http://code.google.com/p/relevance-based-on-

parse-trees and 

http://svn.apache.org/repos/asf/opennlp/sandbox/

opennlp-similarity/. 

6 Complexity estimation 

To estimate the complexity of building extended 

trees, let us consider an average case with 5 sen-

tences in each paragraph and 15 words in each 

sentence. We have on average 10 inter-sentence 

arcs, which give us up to 20 extended trees 

formed from two sentences, and 60 extended 

trees formed from 3 sentences. Hence we have to 

apply tree learning to up to 100 trees (of a bigger 

size) instead of just 5 original trees. We observe 

that kernel learning of extended trees has to han-

dle at least 20 times bigger input set. 

However, most of the smaller subtrees are re-

petitive and will be reduced in the course of di-

mensionality reduction. 

7 Evaluation 

To estimate whether additional high-level se-

mantic and discourse information contributes to 

classical kernel based approach, we compare two 

sources for trees: 

 Regular parse trees 

 Extended parse trees 
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To perform this estimation, we need a corpus 

including a high number of short texts similar to 

our example in Introduction. These texts should 

have high similarity (otherwise keyword ap-

proach would do well), certain discourse struc-

ture, and describe some objects (products) in a 

meaningful application domain. Unfortunately, 

to the best of our knowledge such corpus is not 

available. Therefore, for comparison of tree ker-

nel performances we decided to use search re-

sults, given the query which is a short text. We 

rely on search engine APIs following the evalua-

tion settings in the studies on answering complex 

questions (Galitsky et al., 2013). 

Search results typically include texts of fairly 

high similarity, which is leveraged in our evalua-

tion. To formulate classification problem on the 

set of texts obtained as search results, we need to 

form positive and negative sets. To do that, we 

select the first n search results as relevant (posi-

tive) and also n results towards to tail of search 

results lists as irrelevant (negative). In this case 

each search session yields an individual training 

(and evaluation) dataset. The same nature of such 

data allows averaging of precision and recall, 

having individual training dataset of a limited 

size. Hence reliability of our results is achieved 

not via the size of individual dataset, but instead 

by the increased number of search sessions. To 

assure an abrupt change in relevance proceeding 

from the head to the tail of search results lists, 

we use complicated queries including multiple 

sentences, which are not handled by modern 

search engines well. 

The preparation of search queries (which in-

clude multiple sentences) is based on the follow-

ing steps: 

1. Forming the names of products and their 

short descriptions 

2. Given (1), find a text including an ex-

tended review or opinion about this 

product. 

3. Texts (2) cannot be used as queries as 

they are. To form the queries from (2), 

we need to extract most significant 

phrases from them; otherwise, search 

engines are confused which keywords to 

choose and give either duplicate, or irrel-

evant results. These were the longest 

noun and selected verb phrases from (2). 

The analogous steps were conducted for Ya-

hoo Answers data. We manually select a 100 

most interesting search queries for each domain. 

The training/evaluation datasets is formed 

from search results in the following way. We 

obtain a first hundred search results (or less if 

hundred is not available). We select 1..20 (or 

first 20%) of search results as a positive set, and 

81..100 as a negative set. Search results 21..80 

form the basis of evaluation dataset, from which 

we randomly select 10 texts to be classified into 

the classes of positive or negative. Hence we 

have the ratio 4:1 between the training and eval-

uation datasets. 

To motivate our evaluation setting, we rely on 

the following observations. In case of searching 

for complex multi-sentence queries, relevance 

indeed drops abruptly with proceeding from the 

first 10-20 search results, as search evaluation 

results demonstrated (Galitsky et al., 2013). The 

order of search results in first 20% and last 20% 

does not affect our evaluation. Although the last 

20% of search results is not really a “gold stand-

ard”, it is nevertheless a set that can be reasona-

bly separated from the positive set. If such sepa-

ration is too easy or too difficult, it would be 

hard to adequately evaluate the difference be-

tween regular parse trees and extended trees for 

text classification. Search-based approach to col-

lect texts for evaluation of classification allows 

reaching maximum degree of experiment auto-

mation. 

It turned out that the use of tail search results 

as negative set helps to leverage the high level 

semantic and discourse information. Negative 

examples, as well as positive ones, include most 

keywords from the queries. However, the main 

difference between the positive and negative 

search results is that the former include much 

more coreferences and rhetoric structures similar 

to the query, than the latter set. The use of the 

extended trees was beneficial in the cases where 

phrases from queries are distributed through mul-

tiple sentences in search results. 

We conducted two independent experiments 

for each search session, classifying search result 

snippets and also original texts, extracted from 

webpages. For the snippets, we split them into 

sentence fragments and built extended trees for 

these fragments of sentences. For original texts, 

we extracted all sentences related to the snippet 

fragments and built extended trees for these sen-

tences. 

Training and classification occurs in the auto-

mated mode, and the classification assessment is 
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conducted by the members of research group 

guided by the authors. The assessors only con-

sulted the query and answer snippets. 

We used the standard parameters of tree se-

quence kernels from 

http://disi.unitn.it/moschitti/Tree-Kernel.htm 

(Moschitti, 2006). Tree kernel is applied to all 

tree pairs from two forests. The latest version of 

tree kernel learner was obtained from the author. 

Products  Basic 

kernels 

Extended ker-

nels (co-

refs+RST) 

Texts 

from the 

pages 

Precision 0,5679 0,5868 

Recall 0,7516 0,8458 

F-measure 0,6485 0,6752 

Snippets 

Precision 0,5625 0,6319 

Recall 0,7840 0,8313 

F-measure 0,6169 0,6695 

 

Table 1: Evaluation results for products domain 

Answers  Basic 

kernels 

Extended 

kernels 

(corefs) 

Extended 

kernels 

(corefs+ 

RST) 

Texts 

from the 

pages 

P 0,5167 0,5083 0,5437 

R 0,7361 0,7917 0,8333 

F 0,6008 0,5458 0,6278 

Snippets 

P 0,5950 0,6264 0,6794 

R 0,7329 0,7492 0,7900 

F 0,6249 0,6429 0,7067 
 

Table 2: Evaluation results for popular answers do-

main 

Evaluation results show visible improvement of 

classification accuracy achieved by extended 

trees. For Yahoo Answers one can observe that 

coreferences only provide a slight improvement 

of accuracy, whereas RST added to coreferences 

gives a stronger improvement. Stronger increase 

of recall in comparison to precision can be ex-

plained by the following. It is due to the acquired 

capability of extended trees to match phrases 

from the search results distributed through multi-

ple sentences, with questions. 

8 Conclusions and future work 

In this study we focused on how discourse in-

formation can help with text relevance tasks irre-

spectively of learning mechanisms. We com-

pared two sets of linguistic features: 

 The baseline, parse trees for individual 

sentences, 

 Parse trees and discourse information, 

and demonstrated that the enriched set of fea-

tures indeed improves the classification accura-

cy, having the learning framework fixed. This 

improvement varies from 2 to 8 % in different 

domains with different structure of texts. To 

tackle such enriched set of linguistic features, an 

adjustment of tree kernel algorithm itself was not 

necessary. 

The approach developed in this paper can also 

be applied to parse tree querying and manipula-

tion problem (Levy and Galen, 2006). A system 

such as Tregex is an expressive and flexible way 

for single sentence parse tree querying and ma-

nipulation. Extending parse trees of individual 

sentences towards paragraph of text, the recall of 

a tree querying system would dramatically in-

crease, and dependence on how phrases are dis-

tributed through sentences would decrease. 

There are a few possible directions of future 

development. One interesting continuation of this 

study is to applying standard ranking mecha-

nisms such as NDCG. We can draw the compari-

son between the standard and extended kernels in 

terms of standard Bing ranking, as well as spe-

cial ranking based on syntactic similarity be-

tween the query and search results (Galitsky et 

al., 2013). 

We also plan to generalize extended tree ker-

nels towards graphs (DAGs) (Suzuki et al., 

2003). In this case we can perform learning on 

Parse thickets (Galitsky et al., 2013) ‒ the struc-

tures which are the sets of parse trees for a para-

graph. It will be fruitful to compare performanc-

es of various ways of kernel computation and 

estimate the contribution of a particular way of 

paragraph representation to the quality of classi-

fication. 

It is possible to apply the outlined approach to 

perform question answering in the case where 

the latter are extensive portions of paragraph-

sized text and the former include multiple sen-

tences. 

Another obvious direction is applying tree 

kernels to classify short texts based on standard 

corpus data. However, a corpus of short texts, 

where advantages of kernel methods over alter-

natives would become visible, does not exist. 

One of our next tasks is to form such a corpus.  
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Abstract
The current work adapts the optimal tree
pruning algorithm(BFOS) introduced by
Breiman et al.(1984) and extended by
Chou et al.(1989) to the multi-document
summarization task. BFOS algorithm is
used to eliminate redundancy which is one
of the main issues in multi-document sum-
marization. Hierarchical Agglomerative
Clustering algorithm(HAC) is employed
to detect the redundancy. The tree de-
signed by HAC algorithm is successively
pruned with the optimal tree pruning al-
gorithm to optimize the distortion vs. rate
cost of the resultant tree. Rate parameter is
defined to be the number of the sentences
in the leaves of the tree. Distortion is the
sum of the distances between the represen-
tative sentence of the cluster at each node
and the other sentences in the same clus-
ter. The sentences assigned to the leaves of
the resultant tree are included in the sum-
mary. The performance of the proposed
system assessed with the Rouge-1 metric
is seen to be better than the performance
of the DUC-2002 winners on DUC-2002
data set.

1 Introduction

Nowadays, the massive amount of information
available in the form of digital media over the in-
ternet makes us seek effective ways of accessing
this information. Textual documents, audio and
video materials are uploaded every second. For in-
stance, the number of Google’s indexed web pages
has exceeded 30 billion web pages in the last two
years. Extraction of the needed information from
a massive information pool is a challenging task.
The task of skimming all the documents in their
entirety before deciding which information is rel-
evant is very time consuming.

One of the well known and extensively studied
methods for solving this problem is summariza-
tion. Text summarization produces a short ver-
sion of a document that covers the main topics in
it (Mani and Hahn, 2000). It enables the reader
to determine in a timely manner whether a given
document satisfies his/her needs or not.

A single document summarization system pro-
duces a summary of only one document whereas
a multi-document summarization system produces
a summary based on multiple documents on the
same topic. Summarization systems can also be
categorized as generic or query-based . A generic
summary contains general information about par-
ticular documents. It includes any information
supposed to be important and somehow linked to
the topics of the document set. In contrast, a query
based summary comprises information relevant to
the given query. In this case, query is a rule ac-
cording to which a summary is to be generated.

Summarization systems can be also classified
as extractive or abstractive. In extractive systems,
a summary is created by selecting important sen-
tences from a document. Here, only sentences
containing information related to the main topics
of the document are considered to be important.
These sentences are added to the summary with-
out any modification. On the other hand, abstrac-
tive systems can modify the existing sentences or
even generate new sentences to be included in the
summary. Therefore, abstractive summarization
is typically more complex than extractive summa-
rization.

The main goal in multi-document summariza-
tion is redundancy elimination. Since the docu-
ments are related to the same topics, similar text
units(passages, sentences etc.) are encountered
frequently in different documents. Such text units
that indicate the importance of the topics discussed
within them should be detected in order to re-
duce the redundancy. Some of the well-known ap-
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proaches that address this problem are briefly ex-
plained in the following section.

Although much work has been done to elim-
inate the redundancy in multi-document summa-
rization, the problem is still actual and addressed
in the current work as well. The current work
proposes to integrate the generalized BFOS algo-
rithm (Breiman et al., 1984) adopted by Chou et.al
(1989) for pruned tree structured quantizer design
with the HAC (Hierarchical Agglomerative Clus-
tering) algorithm. The two main parameters (dis-
tortion and rate) in the latter work are adopted to
the multi-document summarization task. Distor-
tion can be succinctly defined as the information
loss in the meaning of the sentences due to their
representation with other sentences. More specif-
ically, in the current context, distortion contribu-
tion of a cluster is taken to be the sum of the dis-
tances between the vector representations of the
sentences in the cluster and representative sen-
tence of that cluster. Rate of a summary is de-
fined to be the number of sentences in the sum-
mary, but more precise definitions involving word
or character counts are also possible. BFOS based
tree pruning algorithm is applied to the tree built
with the HAC algorithm. HAC algorithm is used
for clustering purposes since BFOS algorithm gets
tree structured data as an input. It is found that
the suggested approach yields better results in
terms of the ROUGE-1 Recall measure (Lin et
al., 2003) when compared to 400 word extractive
summaries(400E) included in DUC-2002 data set.
Also, the results with the proposed method are
higher than the ones obtained with the best sys-
tems of DUC-2002 in terms of sentence recall and
precision(Harabagiu, 2002; Halteren, 2002).

2 Related Works

Term frequency (Luhn, 1958), lexical chains
(Barzilay and Elhadad, 1997), location of the sen-
tences (Edmundson, 1969) and the cue phrases
(Teufel et al., 1997) are used to determine the im-
portant lexical units. Goldstein et al. (2000) pro-
posed a measure named Maximal Marginal Rel-
evance which assigns a high priority to the pas-
sages relevant to the query and has minimal sim-
ilarity to the sentences in the summary. Radev
et al. (2001) developed a system called MEAD
based on the centroid of the cluster. The words
that are most relevant to the main topics are in-
cluded in the centroid. Lin et al. designed a

statistic-based summarization system (Summarist)
which incorporated NLP(Natural Language Pro-
cessing) and IR(Information Retrieval) methods.
LSA(Latent Semantic Analysis) (Landauer et al.,
1998) has also been used extensively in recent
years for multi-document summarization. By ap-
plying SVD(Singular Value Decomposition) to the
term-document matrix, it determines the most im-
portant topics and represents the term and docu-
ments in the reduced space (Murray et al., 2005;
Steinberger and Jezek , 2004; Geiss, 2011). Rachit
Arora et al. (2008) combined LDA(Latent Dirich-
let Allocation) and SVD. In this approach, LDA is
used to detect topics and SVD is applied to select
the sentences representing these topics.

Clustering of the sentences has also been used
to determine the redundant information. In this
approach, the sentences are first clustered. The
sentences in each cluster share common informa-
tion about the main topics of the documents to be
summarized. Then a sentence is selected (Radev
et al., 2004) or generated (McKeown et al., 1999)
from each cluster that represents the sentences in
the cluster. Finally, selected sentences are added
to the summary until a predetermined length is ex-
ceeded (Aliguliyev, 2006; Hatzivassiloglou et al.,
1999; Hatzivassiloglou et al., 2001).

3 Background

3.1 Generalized BFOS Algorithm

Let us assume that we have a tree T with the set of
leaves T̃ . Also let us denote a sub-tree of T rooted
at any node of T as S. The leaves of the sub-trees
may happen to be the inner nodes of T . If the root
node of the sub-tree S is not identical to the root
node of T and the set of leaves S̃ is a sub-set of
T̃ then S is called a branch. But if the sub-tree S
is rooted at the root node of T then S is named a
pruned sub-tree of T . Function defined on the tree
T and on any sub-tree S is called a tree functional.
Monotonic tree functional is a class of functional
where it increases or decreases depending on the
tree size. In our case, tree size is the number of the
nodes of T .

Two main tree functionals(u1 and u2) need to
be defined in the generalized BFOS algorithm.
They are adapted to the problem under considera-
tion. In regression trees, u1 is the number of the
leaves and u2 is the mean squared distortion er-
ror. In TSVQ(Tree Structured Vector Quantiza-
tion), u1 and u2 are the length of the code and
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the expected distortion, respectively. In the cur-
rent context, distortion(D) and rate(R) defined in
the next section are used as the tree functionals u1
and u2.

As shown in Chou et al., the set of distortion and
rate points of the pruned sub-trees of T generate a
convex hull if distortion is an increasing and rate
is a decreasing function. Also it is stated that if
the tree T is pruned off until the root node remains,
then it is possible to generate the sub-trees which
correspond to the vertices on the lower boundary
of the convex hull. Thus it is sufficient to consider
the sub-trees corresponding to the vertices of the
boundary to trade off between rate and distortion.

A parameter λ = −∆D
∆R may be used to locate

the vertices on the lower boundary of the convex
hull. ∆D and ∆R indicate the amount of distor-
tion increase and rate decrease when branch sub-
tree S is pruned off. It can be shown that a step
on the lower boundary can be taken by pruning off
at least one branch sub-tree rooted at a particular
inner node. The λ value of this sub-tree is mini-
mal among all the other branch sub-trees rooted at
various inner nodes of T , because it is a slope of
the lower boundary. At each pruning iteration, the
algorithm seeks the branch sub-tree rooted at an
inner node with the minimal lambda and prunes
it off the tree. After each pruning step, the in-
ner node at which the pruned branch sub-tree is
rooted becomes a leaf node. The pruning itera-
tions continue until the root node remains or the
pruned sub-tree meets a certain stopping criterion.

4 The Proposed Summarization System

In the current work, BFOS and HAC algorithm
were incorporated to the multi-document sum-
marization system. Generalized version of the
BFOS algorithm discussed in the work of Chou
et al. (1989) with previous applications to TSVQ,
speech recognition etc. was adapted for the pur-
pose of pruning the large tree designed by the
HAC algorithm. Generalized BFOS algorithm
was preferred in the current context because it is
believed that the generated optimal trees yield the
best trade-off between the semantic distortion and
rate (the summary length in terms of number of
sentences).

The proposed system consists of the following
stages: preprocessing, redundancy detection, re-
dundancy elimination and the summary genera-
tion.

In preprocessing stage, the source documents
are represented in the vector space. Towards this
end, the sentences are parsed, stemmed and a fea-
ture set is created (terms (stems or words, n-grams
etc.) that occur in more than one document are
extracted). The sentences of the document set are
then represented by a sentence X term matrix with
n columns and m rows, where n is the number of
the sentences and m is the number of the terms in
the feature set. TF-IDF is used to determine the
values of the matrix elements. TF-IDF assigns a
value according to the importance of the terms in
the collection of the sentences. If the term t occurs
frequently in the current document but the oppo-
site is true for other documents then tf-idf value of
t is high.

TF − IDF = TF ∗ log
N

DF
(1)

where TF is the term frequency, DF is the docu-
ment frequency and N is the number of sentences.
Term frequency is the number of the occurrences
of the term in the sentence. Document frequency
is the number of the sentences in which the term is
found.

Redundancy detection is facilitated by applying
the Hierarchical Agglomerative Clustering(HAC)
algorithm. Initially, individual sentences are con-
sidered to be singletons in the HAC algorithm.
The most similar clusters are then successively
merged to form a new cluster that contains the
union of the sentences in the merged clusters. At
each step, a new (inner) node is created in the tree
as the new cluster appears and contains all the sen-
tences in the union of the merged clusters. HAC
merge operations continue until a single cluster re-
mains. The tree built after HAC operation is re-
ferred to as the HAC tree.

The third stage is the redundancy elimination.
To this end, generalized BFOS algorithm dis-
cussed previously is applied to the HAC tree. In
order to adapt the generalized BFOS algorithm to
the current context, distortion contribution of each
cluster (node) is defined as follows:

D =
∑

s∈cluster

d(rs, s) (2)

where d is the distance between the representative
sentence(rs) and a sentence(s) in the cluster.

By definition, the distortion contribution of each
leaf node of the HAC tree is zero.
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Rate is defined to be the number of sentences
in the leaves of the tree. A branch sub-tree is
removed at each pruning step of the generalized
BFOS algorithm. Correspondingly, the sentences
at the leaf nodes of the pruned branch subtree are
eliminated. As a result, the rate decreases to the
number of leaf nodes remaining after pruning.

The centroid of the cluster can be used as the
representative sentence of the cluster. Centroid
can be constituted of the important (with TF-IDF
values exceeding a threshold) words of the cluster
(Radev et al., 2004) or can be generated using Nat-
ural language processing techniques (McKeown et
al., 1999). In the current work, the simpler ap-
proach of selecting the sentence from the cluster
yielding the minimal distortion as the representa-
tive sentence is employed.
λ parameter is used to determine the branch

sub-trees that are successively pruned. In each
pruning step, the branch sub-tree with minimum
λ is identified to minimize the increase in total
distortion(∆D) per discarded sentence(∆R).

In accordance with the definition of rate given
above, ∆R is the change in the number of sen-
tences in the summary before and after the prun-
ing of the branch sub-tree. It also equals to the
number of pruned leaf nodes, because rate equals
to the number of the sentences stored in the leaf
nodes of the current tree. For instance, let us as-
sume that the number of sentences before pruning
is 10 and a sub-tree A is cut off. If A has 4 leaf
nodes, than 3 of them is eliminated and one is left
to represent the cluster of sentences corresponding
to the sub-tree A. Since 3 leaf nodes are removed
and each leaf node is matched to the certain sen-
tence, the current rate equals to 7. The increase in
total distortion is written as

∆D = Dpost −Dprev (3)

where Dprev is set equal to the sum of distortions
in the leaves of the tree before pruning and Dpost

is set equal to the sum of distortions in the leaves
of the tree after pruning.

The application of the generalized BFOS algo-
rithm to the HAC tree can be recapped as follows.
At the initial step, a representative sentence is se-
lected for each inner node and λ is determined for
each inner node. At each generic pruning step, the
node with the minimum lambda value is identified,
the sub-tree rooted at that node is pruned, the root
node of the sub-tree is converted to a leaf node.

After each pruning step, the λ values of the ances-
tor nodes of this new leaf node are updated. We
summarize the generalized BFOS algorithm with
a pseudocode in Algorithm 1.

Algorithm 1: PRUNING THE TREE. Prunes a
tree T created by using Hierarchical Agglom-
erative Clustering Algorithm
Input: A tree T produced by using

Hierarchical Clustering Algorithm
Output: Optimal sub-tree O obtained by

pruning T
1 For each leaf node,
λ←∞,distortion(D)← 0

2 For each inner node calculate λ = ∆D
∆R ,

where ∆D and ∆R are change in
distortion(D) and rate(R) respectively

3 rate(R)← the number of the leaves of T
4 while the number of the nodes > 1 do
5 find a node A with minimum λ value

among the inner nodes
6 prune the sub-tree S rooted at the node A
7 convert the pruned inner node A to the

leaf node containing the representative
sentence of the sub-tree S

8 update the ancestor nodes of the node A:
update ∆D, ∆R and λ

9 update rate(R)

10 return O

A summary of desired length can be created by
selecting a threshold based on rate (the number of
remaining sentences after pruning, the number of
leaf nodes of the pruned tree). Another possibil-
ity for the choice of the stopping criterion may
be based on the λ parameter which monotonically
increases with pruning iterations. When a large
enough λ value is reached, it may be assumed that
shortening the summary further eliminates infor-
mative sentences.

The proposed method of summarization has a
few drawbacks. The main problem is that the
pruning algorithm is highly dependent on the dis-
tortion measure. If the distortion measure is not
defined appropriately, the representative sentence
can be selected incorrectly. Another issue is the
inclusion of the irrelevant sentences into the sum-
mary. This problem may occur if the sentences
remaining after pruning operation are included in
the summary without filtering.
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5 Evaluation

The testing of the system performed on DUC-2002
data set (Document Understanding Conference,
2002) since the proposed system is designed to
produce a generic summary without specified in-
formation need of users or predefined user profile.
This data set contains 59 document sets. For each
document set extraction based summaries with the
length 200 and 400 words are provided. Document
sets related to the single event are used for testing
purposes.

Evaluation of the system is carried out using
ROUGE package (Lin C, 2004). Rouge is a sum-
mary evaluation approach based on n-gram co-
occurrence , longest common subsequence and
skip bigram statistics (Lin et al., 2003). The per-
formance of the summarizing system is measured
with Rouge-1 Recall, Rouge-1 Precision and F1
measure(Table 1). 400E stood for the extrac-
tive 400 word summary provided by DUC-2002
data set. It was created manually as an extrac-
tive summary for evaluation purposes. Candidate
summary(CS) was produced by the proposed sys-
tem. Both summaries were compared against a
200 word abstractive summary included in DUC-
2002 data set. 200 word abstractive summary
was considered as the model summary in ROUGE
package. As shown, the summary of the proposed
system gives better results in Rouge-1 recall mea-
sure. However, the highest precision is achieved
in the 400E summary. Generally, the proposed
system outperforms the 400E summary, since F1-
score which takes into account precision and recall
is higher.

In addition, the performance of the system was
compared with the best systems(BEST) of DUC-
2002(Halteren, 2002; Harabagiu, 2002)(Table 2).
The results of the best systems(BEST) in terms
of sentence recall and sentence precision are pro-
vided by DUC-2002. Sentence recall and sentence
precision of the candidate summary(produced by
the proposed system) were calculated by using 400
word extract based summary(provided by DUC-
2002) and a candidate summary. Sentence recall
and sentence precision are defined as follows:

sentence recall =
M

B
(4)

sentence precision =
M

C
(5)

where M is the number of the sentences included

summary P R F1
400E 0.313 0.553 0.382
candidate 0.3 0.573 0.394

Table 1: ROUGE-1 Results. Candidate sum-
mary(produced by the proposed system) and 400E
summary provided by DUC 2002 are compared
with 200 word abstract created manually.

in both of the summaries(a candidate and 400
word summary provided by DUC-2002(400E)),
C,B are the number of the sentences in the can-
didate summary and in a 400E summary, respec-
tively.

summary Sentence
Precision

Sentence
Recall

BEST 0.271 0.272
candidate 0.273 0.305

Table 2: Results. The best systems of DUC-2002
results and the results of the proposed system. Pro-
posed system is compared with 400 word extracts
provided by DUC-2002.

As shown, the proposed system performs bet-
ter than the best systems of DUC-2002 in terms
of sentence recall. We are more interested in sen-
tence recall because it states the ratio of the impor-
tant sentences contained in the candidate summary
if the sentences included in the 400E summary are
supposed to be important ones. Furthermore, sen-
tence precision is affected from the length of the
candidate summary.

Figure 1: The relationship between distortion and
rate. While rate is decreasing distortion is increas-
ing.

Summarizing the text can be considered as the
compression of the text. Thus it is possible to de-
pict the graph of dependence of distortion on rate
(Figure 1). The graph shows that as rate decreases
distortion increases monotonically. Therefore, if
distortion is assumed to be the information loss oc-
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curred when the original text is summarized then
the summaries of different quality can be produced
by restricting rate (the number of sentences).

Another graph shows the change of the lambda
value(Figure 2). The iteration number of the prun-
ing is on X axis and lambda value is on Y one. If λ
value of the pruned points are sorted in ascending
order and then the graph of ordered λ values is de-
picted according to their order then the graph iden-
tical to the one shown below is obtained(Figure 2).
This indicates that the node with minimal lambda
value is selected in each iteration. Consequently,
the sentences are eliminated so that increase in dis-
tortion is minimal for decrease in rate.

Figure 2: λ value of the pruned node. The change
of λ value has upward tendency.

All in all, the quantitative analyses show that the
proposed system can be used as one of the redun-
dancy reduction methods. However, in order to
achieve the good results, the parameters of BFOS
algorithm have to be set appropriately.

6 Conclusion

In this paper , the combination of tree pruning and
clustering is explored for the purpose of multi-
document summarization. Redundancy in the text
detected by the HAC algorithm is eliminated by
the generalized BFOS algorithm. It is shown that
if the parameters(distortion and rate) are set prop-
erly, generalized BFOS algorithm can be used to
reduce the redundancy in the text. The depicted
graph (Figure 1) shows that the proposed defi-
nitions of distortion and rate are eligible for the
multi-document summarization purpose.

The performance evaluation results in terms of
ROUGE-1 metric suggest that the proposed sys-
tem can perform better with additional improve-
ments (combining with LSI). Also it is stated that
distance measure selection and noisy sentence in-
clusion have significance impact on the summa-
rization procedure.

Future research will deal with the abstraction. A

new sentence will be created(not extracted) when
two clusters are merged. It will represent the clus-
ter of sentences as well as summarize the other
sentences in the same cluster.
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Abstract

This work presents a supervised preposi-
tional phrase (PP) attachment disambigua-
tion system that uses contextualized distri-
butional information as the distance met-
ric for a nearest-neighbor classifier. Con-
textualized word vectors constructed from
the GigaWord Corpus provide a method
for implicit Word Sense Disambiguation
(WSD), whose reliability helps this system
outperform baselines and achieve compa-
rable results to those of systems with full
WSD modules. This suggests that targeted
WSD methods are preferable to ignoring
sense information and also to implement-
ing WSD as an independent module in a
pipeline.

1 Introduction

Arriving at meaning from a linguistic expression is
hardly a trivial process, but a “simple” four-word
expression shows some of the kinds of knowledge
and interactions involved:

(1) a. eat [seeds [in plants]]
b. [eat seeds] [in plants]

(a) and (b) illustrate two possible interpretations
for the expression. In (a), the seeds are part of
larger organic units, and in (b), the eating takes
place in refineries. Choosing (a) or (b) helps the
system construct accurate relationships between
the events and participants mentioned, which is es-
sential for many natural language processing tasks
including machine translation, information extrac-
tion, and textual inference.

These two groupings represent an example of
the widely-studied phenomenon of prepositional
phrase (PP) attachment ambiguity. We define
the governor of a PP as the word or phrase that
the PP modifies. Ambiguity arises from multi-
ple candidates for the governor. Strings such as

in (1) can be represented by quadruples of the
form (V,N1, P,N2), where V is a transitive verb,
N1 is the head noun of an object of V , P is a
preposition, and N2 is the head noun of the object
of P . Then, (a) and (b) reflect the two possible
choices of governor for the PP: V (adverbial PP)
andN1 (adjectival PP). Therefore, disambiguation
for such quadruples is a binary classification of
the PP as adjectival or adverbial, or equivalently,
noun-attach or verb-attach.

In our example, classifying the sense of
the word plant as either organic unit or
refinery is key to choosing the correct struc-
ture. These senses have significantly different re-
spective relationships to eat and seeds. In partic-
ular, we often eat most except, or only, the seeds
from an organic unit, but we have no such intu-
itions about refineries. The training data must be
analyzed carefully in order to prevent unwanted
mixing of senses, since that causes noise in pre-
dictions about word relationships.

Given that V −N2 andN1−N2 relationships are
very important for PP-attachment disambiguation,
it is not surprising that leading PP-attachment dis-
ambiguation systems include a Word Sense Dis-
ambiguation (WSD) module. The challenging as-
pect of this is that it introduces a subtask that in
the general case has lower accuracy levels than the
entire system. Hence, its place and form within
the system deserves to be examined closely. Since
a representation of the predicted sense is not part
of the attachment decision, it does not need to be
explicitly present within the procedure. In this
paper, we investigate the importance of proper
word sense decisions for PP-attachment disam-
biguation, and describe a highly-accurate system
that encodes sense information in contextualized
distributional data. Its high performance shows
the benefit of representing and handling sense in-
formation in a targeted fashion for the task.
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2 Background and related work

Sense information provides an illuminating
through line for many previous PP-attachment
disambiguation systems. We begin by describing
a very popular dataset for the problem and its
subsequent development, and then trace through
the two main approaches to sense information
representation and the results obtained using this
dataset.

2.1 The corpus

A standard corpus for the binary classification
problem described above was developed by Ratna-
parkhi, Reynar and Roukos (1994). They system-
atically extracted (V,N1, P,N2) quadruples from
the Penn Treebank Wall Street Journal (WSJ) cor-
pus and used the manually-generated constituency
parses to obtain attachment decisions for each
of the extracted PPs. The final dataset con-
tained 27,937 quadruples. These were divided into
20,801 training quadruples, 4,039 development
quadruples, and 3,097 test quadruples. Their max-
imum entropy model achieved 81.6% accuracy on
this dataset and their decision tree achieved 77.7%.
Accuracy on this corpus is defined to be the num-
ber of quadruples for which the classifier assigned
the same attachment site as the site indicated in
that sentence’s parse tree, divided by the total
number of quadruples. Although some parse trees
in the corpus are known to have errors, the accu-
racy figures do not take this into account.

Also, Ratnaparkhi et al. (1994) conducted hu-
man experiments with a subset of their corpus.
They found that humans, when given just the
quadruple, were accurate 88.2% of the time.
When given the entire sentence for context, ac-
curacy improved to 93.2%. The perhaps un-
derwhelming human performance is partially due
to misclassifications by the Treebank assemblers
who made these determinations by hand, and also
unclear cases, which we discuss in the next sec-
tion.

Collins and Brooks (1995) introduced modifica-
tions to the Ratnaparkhi et al. (1994) dataset meant
to combat data sparsity and used the modified ver-
sion to train their backed-off model. They re-
placed four digit numbers with YEAR, other num-
bers with NUM. Verbs and prepositions were con-
verted to all lowercase. In nouns, all words that
started with an uppercase letter followed by a low-
ercase letter were replaced with NAME. Then, all

strings NAME-NAME were replaced with NAME.
Finally all verbs were automatically lemmatized.
They did not release statistics on how these mod-
ifications affected performance, so it is unclear
how to allocate the performance increase between
the backed-off model and the modifications to the
dataset. The paper also provided some baselines:
they achieve 59.0% accuracy on the Ratnaparkhi et
al. (1994) corpus by assigning noun-attach to ev-
ery quadruple, and 72.2% accuracy by assigning
a default classification determined for each prepo-
sition. They show, and many subsequent papers
confirm, that the preposition is the most predictive
dimension in the quadruple.

Abney, Schapire, and Singer (1999) used the
dataset from Collins and Brooks (1995) with a
boosting algorithm and achieved 85.4% accuracy.
Their algorithm also was able to order the spe-
cific data points by how much weight they were
assigned by the learning algorithm. The highest
data points tended to be those that contained er-
rors. Thus, they were able to improve the quality
of the dataset in a systematic way.

2.2 The WordNet approach

WordNet (Fellbaum, 1998) can be quite a power-
ful aid to PP-attachment disambiguation because
it provides a way to systematically quantify se-
mantic relatedness. The drawback is, though, that
since WordNet semantic relations are between ex-
plicit word senses (SynSets), the words in the
quadruples must be associated with these explicit
word senses. The systems described below outline
the different ways to make those associations.

Brill and Resnik (1994) trained a
transformation-based learning algorithm on
12,766 quadruples from WSJ, with modifications
similar to those by Collins and Brooks (1995).
As a particularly human-interpretable feature,
the rules used word sense hierarchies. Namely, a
WordNet rule applied to the named node and all of
its hyponyms. For example, a rule involving boat
would apply to instances of kayak. Importantly,
each noun in the corpus inherited hypernyms from
all of its senses. Therefore, they did not perform
explicit WSD. Their accuracy was 81.8%.

The neural network by Nadh and Huyck (2012)
also used WordNet word sense hierarchies. Only
the first (intended to be the most frequent) sense of
the word was used in computations. Hence, they
explicitly perform WSD using a baseline method.
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On a training corpus of 4,810 quadruples and a
test corpus of 3,000 quadruples from WSJ, they
achieve 84.6% accuracy. This shows the suc-
cess of performing baseline WSD as part of a PP-
attachment disambiguation system, although the
different dataset makes comparison less direct.

At the other extreme, Stetina and Nagao (1997)
developed a customized, explicit WSD algorithm
as part of their decision tree system. For each am-
biguous word in each quadruple, this algorithm
selected a most semantically similar quadruple in
the training data using unambiguous or previously
disambiguated terms. Then, the word was as-
signed the WordNet sense that was semantically
closest to the sense of the corresponding word
in the other quadruple. Their distance metric
was L1/D1 + L2/D2, where Li is the distance
from word sense i to the common ancestor, and
Di is the depth of the tree (distance to root) at
word sense i. Such a metric captures the notion
that more fine grained distinctions exist deeper
in the WordNet graph, so the same absolute dis-
tance between nodes matters less at greater depths.
Stetina and Nagao (1997) trained on a version
of the Ratnaparkhi et al. (1994) dataset that con-
tained modifications similar to those by Collins
and Brooks (1995) and excluded forms not present
in WordNet. The system achieved 88.1% accuracy
on the entire test set and 90.8% accuracy on the
subset of the test set in which all four of the words
in the quadruple were present in WordNet.

Finally, Greenberg (2013) implemented a de-
cision tree that reimplemented the WSD module
from Stetina and Nagao (1997), and also used
WordNet morphosemantic (teleological) links,
WordNet evocations, and a list of phrasal verbs
as features. The morphosemantic links and evo-
cations brought more semantic relatedness infor-
mation after the cost of explicit WSD had al-
ready been incurred. The system achieved 89.0%
on a similarly modified Ratnaparkhi et al. (1994)
dataset.

2.3 The distributional approach

As an alternative to the WordNet approach, the
distributional tradition allows for implicit sense
handling given that contexts from all senses of
the word are represented together in the vec-
tor. Without modification, the senses are repre-
sented according to their relative frequencies in
the data. Pantel and Lin (2000) created a col-

location database that, for a given word, tracked
the words that appeared in specific syntactic rela-
tions to it, such as subject (for verbs), adjective-
modifier (for nouns), etc. Then, they used the
collocation database to construct a corpus-based
thesaurus that evaluated semantic relatedness be-
tween quadruples. With a mix of unsupervised
learning algorithms, they achieved 84.3% accu-
racy. They also argued that rules involving both
V and N1 should be excluded because they cause
over-fitting.

Zhao and Lin (2004) implemented a nearest
neighbor system that used various vector similar-
ity metrics to calculate distances between quadru-
ples. The vectors were generated from the AC-
QUAINT corpus with both syntactic relation and
proximity-based (bag of words) models. They
found that the cosine of pointwise mutual informa-
tion metric on a syntactic model performed with
the greatest accuracy (86.5%, k = 33). They used
a version of the Ratnaparkhi et al. (1994) dataset
that had all words lemmatized and all digits re-
placed by @.

Using the Web as a large unsupervised corpus,
Nakov and Hearst (2005) created a PP-attachment
disambiguation system that exploits n-grams, de-
rived surface features, and paraphrases to predict
classifications. The system searched for six spe-
cific disambiguating paraphrases such as opened
the door (with a key), which suggests verb-attach,
and eat: spaghetti with sauce, which suggests
noun-attach. Paraphrases and n-gram models
represent the aim to gather context beyond the
quadruple as a disambiguation method. Their fi-
nal system had 85.0% precision and 91.8% recall
on the Ratnaparkhi et al. (1994) dataset. When
assigning unassigned quadruples to verb-attach, it
had 83.6% accuracy and 100% recall. Their sys-
tem continued the trend that the most common er-
ror is classifying a noun-attach quadruple as verb-
attach. This is because the majority of difficult
cases are verb-attach, so all of the difficult cases
get assigned verb-attach as a default.

3 Linguistic analysis

In this section, we will discuss some difficul-
ties with and observations about the task of PP-
attachment disambiguation. The analyses and
conclusions drawn here set the linguistic founda-
tion for the structure of the system described in the
next section.
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3.1 Lexically-specified prepositions

Hindle and Rooth (1993) provided many linguis-
tic insights for the PP-attachment disambiguation
problem, including the tendency to be verb-attach
if N1 is a pronoun, and that idiomatic expres-
sions (e.g. give way to mending) and light verb
constructions (e.g. make cuts to Social Security)
are particularly troublesome for humans to clas-
sify. The defining feature of such constructions is
a semantically-vacuous preposition. For example,
in (2), we have semantically similar verbs appear-
ing with different prepositions and yet the mean-
ings of these sentences are still similar.

(2) a. She was blamed for the crime.

b. She was accused of the crime.

c. She was charged with the crime.

Further, when we nominalize charged we can get
charges of murder, but charged of murder is usu-
ally unacceptable. Also, (3) gives an analogous
three-way preposition variation following nouns.

(3) a. They proposed a ban on tea.

b. They proposed a request for tea.

c. They proposed an alternative to tea.

We argue that in these cases, a preceding word
completely determines the preposition selected
and that no further meaning is conveyed. In fact,
we might say that the prepositions in this case
serve analogously to morphological case mark-
ing in languages more heavily inflected than En-
glish. Freidin (1992) makes a proposal along these
lines. The prescriptive rules that dictate “correct”
and “incorrect” prepositions associated with cer-
tain verbs, nouns, and adjectives, as well as our ro-
bust ability to understand these sentences with the
prepositions omitted, strongly suggest that this se-
lection is idiosyncratic and cannot be derived from
deeper principles.

The extreme case is phrasal verbs, for which it is
problematic to posit the existence of a PP because
the object can occur before or after the “preposi-
tion.” As shown in (4d), this is not acceptable for
standard prepositions.

(4) a. He ran up the bill.

b. He ran the bill up.

c. He ran up the hill.

d. * He ran the hill up.

For these, we say that there is one lexical entry
for the transitive verb plus the particle (preposition
without an object), as in to run up, and an optional
operation reverses the order of the object of the
phrasal verb and its particle.

Usual paraphrase tests, such as those described
in Nakov and Hearst (2005), often do not lead
to consistent conclusions about the proper attach-
ment site for these lexically-specified preposi-
tions. Further, two separate governors do not ap-
pear to be plausible. Therefore, these construc-
tions probably do not belong as data points in
the PP-attachment task. However, if they must
conform to the task, the most reasonable attach-
ment decision is likely to be the word that deter-
mined the preposition. Therefore, the PPs in (2)
are verb-attach and those in (3) are noun-attach.
This treatment of lexically-specified prepositions
accounts for light verb constructions because the
N1 in those constructions dictates the preposition.

3.2 The special case of of

PPs with the preposition of attach to nouns with
very few exceptions. In fact, 99.1% of the
quadruples with of in our training set are noun-
attach. The other 0.9% were misclassifications
and quadruples with verbs that lexically specify
of, such as accuse. The behavior of of -PPs has
been widely studied. We take the acceptability of
(5a) and not (5b) as evidence that of -PPs introduce
argument-like descriptions of their governors.

(5) a. a game of cards with incalculable
odds

b. * a game with incalculable odds of
cards

The extremely high proportion of noun-
attachments within of -PPs leads some to exclude
of -PPs altogether from attachment disambigua-
tion corpora. In our data, excluding this most com-
monly used English preposition shifts the most
frequent attachment decision from noun-attach to
verb-attach. This is unfortunate for systems aim-
ing to mimic human processing, since Late Clo-
sure (Frazier, 1979) suggests a preference for
noun-attach as the default or elsewhere case.

4 Methods

Our PP attachment disambiguation system is most
closely related to Zhao and Lin (2004). We ex-
perimented with several similarity measures on a
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slightly preprocessed version of the Ratnaparkhi et
al. (1994) dataset.

4.1 Training data
Because humans only perform 0.1% better than
Stetina and Nagao’s (1997) system when given
the quadruples but not the full sentences (although
technically on different datasets), we found it im-
portant to locate the full sentences in the Penn
Treebank. So, we carefully searched for the
quadruples in the raw version of the corpus. We
ensured that the corpus would be searched sequen-
tially, i.e. search for the current quadruple would
begin on the previous matched sentence and then
proceed forward. By inspection, we could tell
that the sentences were roughly in order, so this
choice increased performance and accuracy. How-
ever, we had to adapt the program to be flexible so
that some truncated tokens in the quadruples, such
as incorrectly segmented contractions, would be
matched to their counterparts.

Next, we created some modified versions of
the training corpus. We explored the effect
of excluding quadruples with lexically-specified
prepositions (usually tagged PP-CLR in WSJ),
removing sentences in which there was no ac-
tual V,N1, P,N2 string found, manually remov-
ing encountered misclassifications, and reimple-
menting data sparsity modifications from Collins
and Brooks (1995) and Stetina and Nagao (1997).
In particular, we used the WordNet lemmatizer in
NLTK to lemmatize the verbs in the corpus (Bird,
Loper, and Klein 2009). However, for direct com-
parison with Zhao and Lin (2004), we decided to
use in our final experiment a version of the cor-
pus with all words lemmatized and all numbers
replaced by @, but no other modifications.

4.2 Knowledge base
In order to compute quadruple similarity mea-
sures that take context information into account,
we adopted the vector space model implemented
by Dinu and Thater (2012). This model constructs
distributional word vectors from the GigaWord
corpus. We used a “filtered” model, meaning that
the context for each occurrence is composed of
words that are linked to that occurrence in a de-
pendency parse. Therefore, the model is similar
to a bag of words model, but does contain some
syntactic weighting. To contextualize a vector, the
model weights the components of the uncontextu-
alized vector with the components of the context

vector, using the formula

v(w, c) =
∑

w′∈W

α(c, w′)f(w,w′)~ew′

where w is the target word, c is the context, W
is the set of words, α is the cosine similarity of
c and w′, f is a co-occurrence function, and ~ew′
is a basis vector. Positive pmi-weighting was also
applied to the vectors.

4.3 Implementation

We adopted the four-step classification procedure
from Zhao and Lin (2004). At each step for each
test quadruple, the training examples are sorted
by a different vector composition method, a set of
best examples is considered, and if these examples
cast equal votes for noun-attach and verb-attach,
the algorithm moves to the next step. Otherwise,
the class with the greatest number of votes is as-
signed to the test quadruple.

1. Consider only the training examples for
which all four words are equal to those in the
test quadruple.

2. Consider the k highest (k experimentally de-
termined) scoring examples, with the same
preposition as the test quadruple, using the
composition function

sim(q1, q2) = vn1 + vn2 + n1n2

where v, n1, and n2 are the vector similarities
of the V , N1, and N2 pairs.

3. Same as (2), except using the function

sim(q1, q2) = v + n1 + n2

4. Assign default class for the preposition (last
resort), or noun-attach if there is no default
class.

4.4 Similarity measures

We implemented four similarity measures. (1)
abs: absolute word similarity, which gives 1 if the
tokens are identical, 0 otherwise. (2) noctxt: co-
sine similarity using uncontextualized word vec-
tors. (3) ctxtquad: cosine similarity using word
vectors contextualized by the quadruple words. (4)
ctxtsent: cosine similarity using word vectors con-
textualized by words from the full sentence.
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5 Experimentation

We set the k values by using five-fold cross-
validation on the training quadruples. Then, for
intermediate numerical checks, we tested the sys-
tems on the development quadruples. The figures
in the next section are the result of a single run of
the final trained systems on the test quadruples.

6 Results

Table 1 presents results from our binary classifier
using the different similarity measures. Table 2
compares our best binary classifier accuracy (us-
ing ctxtquad) to other systems. Table 3 shows the
number, percentage, and accuracy of decisions by
step in the classification procedure for the ctxtquad

run.

Similarity measure k value Accuracy
abs 3 80.2%

noctxt 11 86.6%
ctxtquad 10 88.4%
ctxtsent 8 81.9%

Table 1: Similarity measure performance compar-
ison.

Method Sense handling Accuracy
BR1994 All senses equal 81.8%
PL2000 Global frequency 84.3%
ZL2004 Global frequency 86.5%
SN1997 Full WSD 88.1%

Our system Context weighting 88.4%
G2013 Full WSD 89.0%

Table 2: Leading PP-attachment disambiguation
systems.

Step Coverage Coverage % Accuracy
1 244 7.88% 91.8%
2 2849 91.99% 88.1%
3 0 0.00% N/A
4 4 0.13% 100.0%

Table 3: Coverage and accuracy for classification
procedure steps, using ctxtquad.

7 Discussion

The results above show that contextualizing
the word vectors, which is meant to implic-

itly represent sense information, can statistically-
significantly boost performance on PP-attachment
disambiguation by 1.8% (χ2 = 4.31, p < 0.04) on
an already quite accurate system. We can see that
using the full sentence as context, while helpful
for human judgment, is not effective in this sys-
tem because there are not enough examples in the
knowledge base for reliable statistics. It seems as
though too much context obscures generalizations
otherwise captured by the system.

Nominal increases in accuracy aside, this sys-
tem uses only a knowledge base that is not spe-
cific to the task of PP-attachment disambiguation.
We obtained highly accurate results without utiliz-
ing task-specific resources, such as sense invento-
ries, or performing labor-intensive modifications
to training data. Since systems with full WSD
modules would likely require both of these, this
implicit handling of sense information seems more
elegant.

8 Conclusion

This paper describes a PP-attachment disambigua-
tion system that owes its high performance to cap-
turing sense information in contextualized distri-
butional data. We see that this implicit handling is
preferable to having no sense handling and also to
having a full WSD module as part of a pipeline.

In future work, we would like to investigate
how to systematically extract contexts beyond the
quadruple, such as sentences or full documents,
while maintaining the information captured in less
contextualized vectors. Perhaps there are certain
particularly informative positions whose words
would positively affect the vectors. Given that
words tend to maintain the same sense within a
document, it is a particularly well-suited context
to consider. However, care must be taken to min-
imize unwanted sense mixing, combat data spar-
sity, and restrict the number of similarity compar-
isons for efficiency.
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Instituto Politécnico Nacional,
07738, Mexico City, Mexico
alisa.zhila@gmail.com

Alexander Gelbukh
Centro de Investigación

en Computación,
Instituto Politécnico Nacional,
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Abstract

Open Information Extraction (Open IE)
serves for the analysis of vast amounts of
texts by extraction of assertions, or rela-
tions, in the form of tuples 〈argument 1;
relation; argument 2〉. Various approaches
to Open IE have been designed to per-
form in a fast, unsupervised manner. All
of them require language specific infor-
mation for their implementation. In this
work, we introduce an approach to Open
IE based on syntactic constraints over POS
tag sequences targeted at Spanish lan-
guage. We describe the rules specific for
Spanish language constructions and their
implementation in EXTRHECH, an Open
IE system for Spanish. We also discuss
language-specific issues of implementa-
tion. We compare EXTRHECH’s perfor-
mance with that of REVERB, a similar
Open IE system for English, on a paral-
lel dataset and show that these systems
perform at a very similar level. We also
compare EXTRHECH’s performance on a
dataset of grammatically correct sentences
against its performance on a dataset of ran-
dom texts extracted from the Web, drasti-
cally different in their quality from the first
dataset. The latter experiment shows ro-
bustness of EXTRHECH on texts from the
Web.

1 Introduction

Open IE is a rapidly developing area in text pro-
cessing, with its own applications and approaches
that are different from traditional IE (Etzioni et
al., 2008; Banko and Etzioni, 2008; Etzioni,
2011). Unlike traditional IE, where systems are
targeted at extraction of instances of particular re-
lations with arguments restricted to certain seman-

tic classes, e.g., to be born in(HUMAN; LOCA-
TION), Open IE serves for extraction of all pos-
sible relations with arbitrary arguments. For ex-
ample, in “Woman who drove van full of kids is
charged with attempted murder” two relations can
be identified: 〈Woman; drove; van full of kids〉 and
〈Woman; is charged with; attempted murder〉.

The ability to extract arbitrary relations from
text allows applications of Open IE that are not
possible in the frame of traditional IE. Among
them are fact extraction at sentence level (e.g.,
〈Mozart; was born in; Salzburg〉), new perspective
on search as question answering (e.g., Where was
Mozart born?) (Etzioni, 2011), or assessment of
the quality of text documents at Web scale (Horn
et al., 2013). Additionally, the output of Open IE
systems can serve for ontology population (Soder-
land et al., 2010) and acquisition of common sense
knowledge (Lin et al., 2010).

Although all Open IE systems are targeted at the
extraction of arbitrary relations, the approaches to
this task vary significantly. The pilot approach
suggested by Banko et al. (2007) is based on
semi-supervised learning of general relation pat-
terns that then serve for extraction of arbitrary
relations. However, the output of such systems
contains many incoherent and inconsistent extrac-
tions, and the training stage is quite computation-
ally complex. Fader et al. (2011) suggested an-
other approach where syntactic and lexical con-
straints were applied over POS-tagged input. This
approach has proven to be robust and fast enough
for relation extraction at Web scale.

Although Open IE is targeted at extraction of
arbitrary relations without any semantic restric-
tions, all approaches have strong language de-
pendent restrictions and require language spe-
cific information to be introduced in the corre-
sponding systems. For Spanish language, the
apporach based on rules over dependency trees
has been implemented both using full parsing
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(Aguilar-Galicia, 2012) and using shallow depen-
dency parsing (Gamallo et al., 2012). The for-
mer work shows that this approach is too com-
putationally costly and is not always robust even
on grammatically correct texts. The latter work
does not report any results for Spanish language or
discusses any details specific to implementations
for languages other than English. Further, we are
not aware of any existing research on whether the
approach based on syntactic constraints over POS
tags can be generalized to other languages. Ad-
ditionally, although Open IE is claimed to be use-
ful for information extraction from the Web, we
are not aware of any research on its applicability
to texts randomly extracted from the Internet, i.e.,
those that have not been verified for grammatical
correctness by peers or editors.

In this paper we discuss Open IE based on syn-
tactic constraints over POS tag sequences, aimed
at Spanish language. We describe its implemen-
tation and introduce EXTRHECH, an Open IE sys-
tem for Spanish. We also compare its performance
with that of REVERB (Fader et al., 2011) on a
parallel dataset. Additionally, we evaluate perfor-
mance of our system over a dataset of texts ran-
domly extracted from the Internet and discuss the
issues that arise when processing random Internet
texts. We also give a brief analysis of errors.

The paper is organized as follows. Related work
is reviewed in Section 2. Section 3 presents our
approach to Open IE for Spanish and describes
the EXTRHECH system. Section 4 describes the
experiments for a parallel English-Spanish dataset
and for a Spanish dataset of texts randomly ex-
tracted from the Internet. In Section 5, a brief
analysis of errors is presented. Section 6 draws
the conclusions and outlines future work.

2 Related Work

There exist several approaches to Open IE.
Chronologically the first one was introduced

in the pilot works on Open IE by Banko et al.
(2007) and Etzioni et al. (2008). Their approach is
based on semi-supervised machine learning prin-
ciples and includes three main steps: (1) man-
ual labeling of a training corpus for seed relation
phrases and features; (2) further semi-supervised
learning of relations; (3) automatic extractions of
relations and their arguments. This approach is
implemented in TEXTRUNNER (Banko and Et-
zioni, 2008), WOEpos, and WOEparse, both (Wu

and Weld, 2010). In these systems, the detection
of a relation triple starts from the potential argu-
ments expressed as noun phrases, i.e., before the
connecting relation phrase is detected. Once de-
tected, neither the argument phrases nor the rela-
tion phrase can be backtracked, which makes the
approach prone to incoherent and uninformative
extractions. For example, in “to make a deal with”,
deal can be erroneously extracted as an argument,
although it is a part of the relation phrase.

The group of rule-based approaches includes
systems based on rules applied over linguisti-
cally annotated texts. FES-2012 system (Aguilar-
Galicia, 2012) applies rules to the fully parsed sen-
tences. However, in the same work the authors
show that this approach is too slow to be scaled to
a Web-sized corpus and that it is not robust. An-
other system implementing rule-based approach is
DEPOE (Gamallo et al., 2012). In this system, the
rules are applied to the output of shallow depen-
dency parsing. In REVERB system (Fader et al.,
2011), syntactic constraints are applied over POS
tags and syntactic chunks. The last two systems
show better results in terms of precision/recall and
speed, and, consequently, scalability to a Web-
sized corpus.

Finally, the approach based on the deep au-
tomatic linguistic analysis is implemented in
OLLIE (Mausam et al., 2012). This system com-
bines various approaches: it uses output of a rule-
based Open IE system to bootstrap learning of the
relation patterns and then additionally applies lex-
ical and semantic patterns to extract relations that
are not expessed through verb phrases. Such a
complex approach leads to high-precision results
with a high yield. However, there is a tradeoff be-
tween accuracy of the output and cost of imple-
mentation and computation and complexity of the
training stage.

All these approaches require language-
dependent information for their implementation.
The third approach directly uses lexical infor-
mation for the context analysis. The other two
approaches employ language-specific morpholog-
ical and syntactic information. Of the described
systems, only two have been implemented for
languages other than English. FES-2012 system
is implemented for Spanish language; however,
its use of the full syntactic parsing does not scale
to a Web-sized corpus. DEPOE system, based on
rules over shallow dependency parsing, is claimed
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to have its variants for Spanish, Portuguese, and
Galician languages (Gamallo et al., 2012). How-
ever, the authors do not report any experimental
results on languages other than English or any
language-specific details.

The approach based on syntactic constraints
over POS tags has not been applied to languages
other than English, in spite of that this method
can be easily adapted to other languages because it
only requires a reliable POS tagger. The basic al-
gorithm for relation extraction, according to Fader
et al. (2011), is as follows:

• First, search for a verb-containing relation
phrase in a sentence;
• If detected, search for a noun phrase to the

left of the relation phrase;
• If a noun phrase detected, search for another

noun phrase to the right of the relation phrase.

Additionally, the experiments for Open IE sys-
tems have been conducted only on texts that came
from verified sources, i.e., Wikipedia, news, or
textbooks (Banko and Etzioni, 2008; Fader et al.,
2011; Mausam et al., 2012). However, Open IE is
meant to work with Web text data that may come
from any source including those that have not been
edited or verified for grammar errors.

3 System Description

In this section we introduce EXTRHECH,1 a sys-
tem for Open IE in Spanish. It takes a POS-tagged
text as input, applies syntactic constraints over se-
quences of POS-tags, and returns a list of extracted
relations as triples 〈argument 1; relation; argu-
ment 2〉 that correspond to each sentence.

3.1 Basic Processing

The system takes as input a POS-tagged text. In
our experiemnts, we used a morphological ana-
lyzer from Freeling-2.2 (Padró et al., 2010). For
Spanish language, it returns POS tags accoridng to
EAGLES POS tag set (Leech and Wilson, 1999).
Consequently, our system is designed to work with
this POS tag set.

Spanish uses a number of non-ASCII charac-
ters, such as á, é, ñ, etc. These characters can
come in different encodings. To be able to cor-
rectly analyze text with these characters, Freeling

1All materials are available on the page
http://www.gelbukh.com/resources/
spanish-open-fact-extraction.

analyzer should receive the input in ISO encod-
ing. Thus, the input text needs an additional pre-
processing stage to be converted into this encod-
ing. Though this might look as a minor technical
issue, guessing the original encoding becomes a
significant problem when working with texts from
arbitrary sources on the Web. We discuss encoding
related issues in Section 4.2.

After the text has been properly POS-tagged,
we feed it into EXTRHECH system, which ap-
plies the fact extraction algorithm described in
Section 2 to each sentence, one sentence at a time.
We use the same basic algorithm as in (Fader et
al., 2011) but with different triple matching rules
as appropriate for Spanish grammar.

The original POS-tag sequences for English
would produce nonsense results on Spanish input
due to substantial difference in grammars: infini-
tives are not preceded by “to”, adjectives usually
follow nouns, and oblique case pronouns precede
verbs instead of following them, just to name a few
peculiarities of Spanish.

First, the system looks for a verb-containing
phrase in a sentence by matching it against the fol-
lowing expression:

VREL→ (V W* P) | (V),
where V stands either for a single verb optionally
preceded by a reflexive pronoun (se realizaron,
“were carried out”), or a participle (calificado,
“qualified”). V W* P matches a verb with depen-
dent words, where W stands for either a noun, an
adjective, an adverb, a pronoun, or an article, and
P stands either for a preposition optionally imme-
diately followed by an infinitive, or for a gerund
(sigue siendo, “continues to be”). The symbol
* denotes zero or more matches. Here and fur-
ther, the whole match is referred to as verb phrase
(though it is not a verb phrase in linguistic sense).

After detecting a verb phrase, EXTRHECH

looks for a noun phrase to the left from the be-
ginning of the verb phrase. This noun phrase is a
potential first argument of the relation. If a match
is found, then the system looks for another noun
phrase to the right from the end of the verb phrase.
The noun on the right side is treated as the second
argument.

Noun phrases are searched for with the follow-
ing regular expression:

NP→ Np (PREP Np)?,

where Np matches a noun optionally preceded by
either an article (la dinámica, “the dynamics”),
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an adjective, an ordinal number (los primeros
ganadores, “the first winners”), a number (3 casas,
“3 houses”), or their combination, and optionally
followed by either a single adjective (un esfuerzo
criminal, “a criminal effort”), a single participle,
or both (los documentos escritos antiguos, “the
ancient written documents”). The whole expres-
sion matched by Np can be preceded by an indef-
inite determinant construction, e.g., uno de, “one
of ”. PREP matches a single preposition. Hence,
an entire noun phrase is either a single noun with
optional modifiers or a noun with optional modi-
fiers followed by a prepositional phrase that is a
preposition and another noun with its correspond-
ing optional modifiers (una larga lista de proble-
mas actuales, “a long list of current problems”).
The symbol ? denotes 0 or 1 matches.

If noun phrases are matched on both sides of the
verb phrase, all three components are considered
to represent a relation and are extracted in the form
of a triple.

As an output unit, EXTRHECH returns a triple
consisting of 〈argument 1; relation; argument 2〉,
where argument 1 semantically is, e.g., an agent
or experiencer of the relation and argument 2 is a
general object or circumstance of the relation.

3.2 Additional Processing
Above we described the core rules and the basic
sequence for relation extraction. In addition to
them, we also implemented several optional rules
for processing of certain language constructions
that can be turned on and off with the input pa-
rameters.

First, participle clauses that follow a noun can
be searched for a relational triple if they terminate
with a noun. For example, from a phrase

Precios del café suministrados por la OIC
(“Coffee prices provided by International Coffee

Organization”)

EXTRHECH returns the relation:

〈Precios del café; suministrados por; la OIC〉.
Second, EXTRHECH also approaches resolu-

tion of coordinating conjunctions between verb
phrases and between noun phrases into corre-
sponding separate relations. Here follows the ex-
ample of a sentence with a coordinating conjunc-
tion between verb phrases:
El cerebro almacena enormes cantidades de información y

realiza millones de actividades todos los dı́as
(“The brain stores vast amounts of information and performs

millions of activities every day”)

. Two facts are detected:

〈El cerebro; almacena enormes cantidades de; información〉
and

〈El cerebro; realiza millones de; actividades todos los dı́as〉.
Third, relative clauses introduced by single rel-

ative pronouns (e.g., que (“that”, “who”), cual
(“which”)) as in las partes que conforman un
trabajo de investigación (“parts that make up a
research work”) are also searched for relations.
However, relative pronoun phrases with preposi-
tions, e.g. en el cual (“in which”) are not taken into
consideration for relation extraction due to their
coreferential complexity.

3.3 Limitations
The implementation of basic processing per-
formed by EXTRHECH system follows the algo-
rithm introduced in (Fader et al., 2011). This
means that extracted facts are limited to the rela-
tions expressed through a verb phrase. This limi-
tation is discussed in the cited paper.

In our apporach to Open IE in Spanish, we do
not allow pronouns to be potential arguments of
a relation. It was mainly done because of a wide
use of a neutral pronoun lo (“this”, “which”, or no
direct translation) as a head of relative clauses in
Spanish language, e.g., lo que dio valor al poder
judicial (“ that gave value to the judiciary”). In-
cluding pronouns for potential argument matches
would return a lot of uninformative relations as
〈lo; dio valor a; el poder judicial〉. This issue can
be solved only by introducing anaphora resolution
techniques which involves processing on a super-
sentence level. Although seemingly feasible, this
modification will necessarily slow down the ex-
traction speed which is critical while working with
large scale corpora. As mentioned in Section 2,
high speed performance is one of the main advan-
tages of the approach to Open IE based on syntac-
tis constraints compared to the others. Hence, any
modifications that would affect its speed should be
considered with caution.

Another language dependent limitation is re-
lated to the order of the processing. As
earlier described in Section 3.1, an extracted
triple is expected to correspond semantically
to 〈agent/experiencer; relation; general ob-
ject/circumstance〉. This is expected to be cor-
rect for a direct word order, i.e., Subject – Verb
– (Indirect) Object, which is a dominant word or-
der for Spanish. Yet the inverted word order, i.e.

81



(Indirect) Object – Verb – Subject (e.g., De la
médula espinal nacen los nervios periféricos, i.e.,
literally *“From the spinal cord arise peripheral
nerves”), also occasionally takes place in gram-
matically correct and stylistically neutral Spanish
texts. However, the occurence of this construction
is less then 10% according to (Clements, 2006).

4 Experiments and Evaluation

In this section we describe the experiments con-
ducted with EXTRHECH system.

4.1 Experiment on parallel news dataset

We compare EXTRHECH’s performance with that
of REVERB, an Open IE system for English based
on the same algorithm (Fader et al., 2011). Since
these systems are designed for different languages,
we ran our experiment on a parallel dataset.1

We took 300 parallel sentences from the
English-Spanish part of News Commentary Cor-
pus (Callison-Burch et al., 2011). Then, we ran
the extractors over the corresponding languages.
After that, two human annotators labeled each ex-
traction as correct or incorrect. For the Spanish
part of the dataset, the annotators agreed on 80%
of extractions (Cohen’s kappa κ = 0.60), whereas
for the English part they agreed on 85% of extrac-
tions with κ = 0.68. For both datasets their respec-
tive κ coefficients indicate substantial agreement
between the annotators.

Precision was calculated as a fraction of correct
extractions among all returned extractions. We
calculated Recall as a fraction of all returned cor-
rect extractions among all possible (i.e., expected)
correct extractions. By manual revision of the sen-
tences in the datasets, we made a list of all ex-
pected correct extractions. Their number was used
to estimate the recall.

In contrast to REVERB, our system does not
have a confidence score mechnaism at this point.
To make the comparison between the systems ap-
propriate, we ran REVERB extractor with the con-
fidence score level set to 0 that means that the sys-
tem returns all relations that match the rules, i.e.,
in the same way as EXTRHECH does. Hence, the
systems were in equivalent conditions. The results
of the experiment are shown in Table 1.

As we see, on a parallel dataset of texts from
News Commentary Corpus, both systems show a
very similar performance. Based on this observa-
tion, we can conclude that the algorithm suggested

System Precision Recall Correct Returned
Extractions Extractions

EXTRHECH 0.59 0.48 218 368
REVERB 0.56 0.44 201 358

Table 1: Performance comparison of REVERB and
EXTRHECH systems over a parallel dataset.

in (Fader et al., 2011) can be easily adopted for
other languages with dominating SVO word order
and an available POS-tagger.

4.2 Experiment on Raw Web dataset

One of the most important goals of Open IE sys-
tems is to be able to process large amounts of texts
directly from the Web. This requires high per-
formance speed and robustness on texts that of-
ten lack grammatical and orthographical correct-
ness or coherence. The study showing the ap-
proach’s advantage in speed was already presented
in (Fader et al., 2011). In this work we focused on
robustness. We evaluated the performance of our
system on a dataset of sentences extracted from
the Internet “as is”. For this dataset, we took
200 random data chunks detected by a sentence
splitter from CommonCrawl 2012 corpus (Kirk-
patrick, 2011), which is a collection of web texts
crawled from over 5 billion web pages. However,
41 from those 200 chunks were not samples of
textual information in human language but rather
pieces of programming codes or numbers. We
took out these chunks because they are not rele-
vant for our research. In a real life scenario they
could be easily detected and eliminated from the
Web data stream. After this, our dataset consisted
of 159 sentences written in human language. We
will refer to this dataset as Raw Web text dataset.1

Of 159 sentences of the dataset, 36 sentences (22%
of the dataset) were grammatically incorrect or in-
coherent, as evaluated by a professional linguist.

We ran EXTRHECH system over this dataset
and asked two human judges to label extractions
as correct or incorrect. The annotators agreed on
70% of extractions with Cohen’s κ = 0.40, which
indicates the lower bound of moderate agreement
between judges.

Precision and Recall were calculated in the
same manner as described in Section 4.1. We com-
pare these numbers to the results obtained for the
dataset of grammatically correct sentences from
News Commentary Corpus in Table 2.

We can observe that system’s performence has
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Dataset Precision Recall
News Commentary 0.59 0.48
Raw Web 0.55 0.49

Table 2: Performance of EXTRHECH on the gram-
matically correct dataset and the dataset of noisy
sentences extracted from the Web

not lowered significantly when processing “noisy”
texts compared to edited newspaper texts. An in-
teresting observation is that texts from the Internet
are poorer in facts than the news texts. The num-
ber of expected extractions was manually evalu-
ated by a human expert for both datasets. The ra-
tio of extractions to sentences for the news dataset
was 1.5:1, while for the Raw Web dataset it was
only 1.03:1.

Now we will briefly discuss the issue arising
due to various encoding standards used for non-
ASCII characters, e.g., of á, é, ñ, etc. While apply-
ing Freeling morphological analyzer to the dataset,
we encountered an issue that the sentences came
in various encodings. As we mentioned in Sec-
tion 3, Freeling-2.2 analyzer works properly only
with ISO encoded input. Therefore, we had to
convert each sentence from the dataset into ISO
encoding. While most of the sentences were in
UTF-8 encoding and were converted in a single
pass, the encoding of about 3% of the sentences
was initially corrupted, therefore, they were not
processed correctly by the POS-tagger. Although
the issue is manageable at the scale of a small
dataset, it might affect the speed and quality of fact
extraction when working at Web scale.

5 Error Analysis

After running EXTRHECH on the datasets, we an-
alyzied the errors in the output. We followed
the classifications of the types of errors and their
causes suggested in (Zhila and Gelbukh, 2014).
The distribution of the errors in EXTRHECH’s out-
put over the types of errors is shown in Table 3.
The data about error types was gathered over ex-
tractions from Raw Web dataset. When errors are
present both in the arguments and in the relation
phrase, they are likely to have the same cause.

Based on the analysis of the outputs over Raw
Web dataset, the following causes for errors have
been observed:

• Underspecified noun phrase
• Overspecified verb phrase
• Non-contiguous verb phrase

Type of errors Percentage
Incorrect relation phrase 21%
Incorrect argument(s) 45%

of them, with also incorrect relation 19%
Incorrect argument order 6%

Table 3: Distribution of errors in output by
the basic error types in relation extraction for
EXTRHECH system run over Raw Web dataset

• N-ary relation or preposition (e.g., entre, “be-
tween”)
• Conditional subordinate clause
• Incorrectly resolved relative clause
• Incorrectly resolved conjunction
• Inverse word order
• Incorrect POS-tagging
• Grammatical errors in original sentences

Inverse word order is one of the main causes for
the incorrect order of arguments in extracted rela-
tions. However, as it can be seen in Table 3, this
is the least common type of errors, which is in ac-
cordance to the low frecuency of the inverse word
order (Clements, 2006). A more detailed analysis
of the issues that cause the errors can be found in
(Zhila and Gelbukh, 2014).

6 Conclusions

We have introduced an approach to Open IE based
on syntactic constraints over POS tag sequences
targeted at Spanish language. We described the
rules for relation phrases and their arguments in
Spanish and their implementation in EXTRHECH

system. Further, we presented a series of ex-
periments with EXTRHECH and showed (1) that
the performance of this approach to Open IE
is similar for English and Spanish, and (2) that
EXTRHECH’s performance is robust on texts of
varying quality. We also gave a brief classification
of errors by their types and causes.

Our future plans include implementation of
shallow parsing and syntactic n-grams (Sidorov
et al., 2012; Sidorov et al., 2013; Sidorov et al.,
2014; Sidorov, 2013a; Sidorov, 2013b), as well as
learning techniques, and analysis of their influence
on the system’s performance.
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Abstract

Various models have been developed for
normalizing informal text. In this paper,
we propose two methods to improve nor-
malization performance. First is an unsu-
pervised approach that automatically iden-
tifies pairs of a non-standard token and
proper word from a large unlabeled cor-
pus. We use semantic similarity based on
continuous word vector representation, to-
gether with other surface similarity mea-
surement. Second we propose a reranking
strategy to combine the results from differ-
ent systems. This allows us to incorporate
information that is hard to model in indi-
vidual systems as well as consider multi-
ple systems to generate a final rank for a
test case. Both word- and sentence-level
optimization schemes are explored in this
study. We evaluate our approach on data
sets used in prior studies, and demonstrate
that our proposed methods perform better
than the state-of-the-art systems.

1 Introduction

There has been a lot of research efforts recently
on analysis of social media text (e.g., from Twit-
ter and Facebook) (Ritter et al., 2011; Owoputi et
al., 2013; Liu et al., 2012b). One challenge in
processing social media text is how to deal with
the frequently occurring non-standard words, such
as bday (meaning birthday), snd (meaning sound)
and gl (meaning girl) . Normalizing informal text
(changing non-standard words to standard ones)
will ease subsequent language processing mod-
ules.

Text normalization has been an important topic
for the text-to-speech field. See (Sproat et al.,
2001) for a good report of this problem. Recently,
much research on normalization has been done

for social text domain, which has many abbrevi-
ations or non-standard tokens. A simple approach
for normalization would be applying traditional
spell checking model, which is usually based on
edit distance (Damerau, 1964; Levenshtein, 1966).
However, this model can not well handle the non-
standard words in social media text due to the large
variation in generating them.

Another line of work in normalization adopts
a noisy channel model. For a non-standard to-
ken A, this method finds the most possible stan-
dard word Ŝ based on the Bayes rule:̂S =
argmaxP (S|A) = argmaxP (A|S) ∗ P (S).
Different methods have been used to compute
P (A|S). Pennell and Liu (2010) used a CRF se-
quence modeling approach for deletion-based ab-
breviations. Liu et al. (2011) further extended this
work by considering more types of non-standard
words without explicit pre-categorization for non-
standard tokens.

In addition, the noisy channel model has also
been utilized on the sentence level. Choudhury et
al. (2007) used a hidden Markov model to sim-
ulate SMS message generation, considering the
non-standard tokens in the input sentence as emis-
sion states in HMM and labeling results as pos-
sible candidates. Cook and Stevenson (2009) ex-
tended work by adding several more subsystems
in this error model according to the most common
non-standard token’s formation process.

Machine translation (MT) is another commonly
chosen method for text normalization. It is also
used on both the token and the sentence level. Aw
et al. (2006) treated SMS as another language, and
used MT methods to translate this ‘foreign lan-
guage’ to regular English. Contractor et al. (2010)
used an MT model as well but the focus of their
work is to utilize an unsupervised method to clean
noisy text. Pennell and Liu (2011) firstly intro-
duced an MT method at the token level which
translates an unnormalized token to a possible cor-
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rect word.
Recently, a new line of work surges relying on

the analysis of huge amount of twitter data, of-
ten in an unsupervised fashion. By using con-
text information from a large corpus, Han et al.
(2012) generated possible variant and normaliza-
tion pairs, and constructed a dictionary of lexical
variants of known words, which are further ranked
by string similarity. This dictionary can facilitate
lexical normalization via simple string substitu-
tion. Hassan and Menezes (2013) proposed an ap-
proach based on the random walk algorithm on a
contextual similarity bipartite graph, constructed
from n-gram sequences on a large unlabeled text
corpus. Yang and Eisenstein (2013) presented a
unified unsupervised statistical model for text nor-
malization.

2 Previous Normalization Methods Used
in Reranking

In this work we adopt several normalization meth-
ods developed in previous studies. The following
briefly describes these previous approaches. Next
section will introduce our proposed methods using
unsupervised learning and discriminative rerank-
ing for system combination.

2.1 Character-block level MT

Pennell and Liu (2011) proposed to use a
character-level MT model for text normalization.
The idea is similar to traditional translation,
except that the translation unit is characters,
not words. Formally, for a non-standard word
A = a1a2...an , the MT method finds the
most likely standard wordS = s1s2...sm (ai

and si are the characters in the words):S =
argmaxP (S|A) = argmaxP (A|S)P (S) =
argmaxP (a1a2...an|s1s2...sm)P (s1s2...sm)
whereP (a1a2...an|s1s2...sm) is from a character-
level translation model, andP (s1s2...sm) is from
a character-level language model. (Li and Liu,
2012a) modified this approach to perform the
translation at the character-block level in order
to generate better alignment between characters
(analogous to the word vs. phrase based alignment
in traditional MT). This system generates one
ranked list of word candidates.

2.2 Character-level Two-step MT

Li and Liu (2012b) extended the character-level
MT model by incorporating the pronunciation in-

formation. They first translate non-standard words
to possible pronunciations, which are then trans-
lated to standard words in the second step. This
method has been shown to yield high coverage
(high accuracy in its n-best hypotheses). There are
two candidate lists generated by this two-step MT
method. The first one is based on the pronuncia-
tion list produced in the first step (some phonetic
sequences directly correspond to standard words).
The second list is generated from the second trans-
lation step.

2.3 Character-Block level Sequence Labeling

Pennell and Liu (2010) used sequence labeling
model (CRF) for normalizing deletion-based ab-
breviation at the character-level. The model labels
every character in a standard word as ‘Y’ or ‘N’
to represent whether it appears or not in a possible
abbreviation token. The features used for the clas-
sification task represent the character’s position,
pronunciation and context information. Using the
sequence labeling model, a standard word can
generate many possible non-standard words. A re-
verse look-up table is used to store the correspond-
ing possible standard words for the non-standard
words for reverse lookup during testing. Liu et al.
(2011) extended the above model to handle other
types of non-standard words. (Li and Liu, 2012a)
used character-blocks (same ones as that in the
character-block MT method above) as the units in
this sequence labeling framework. There is one
list of word candidates from this method.

2.4 Spell Checker

The forth normalization subsystem is the Jazzy
Spell Checker1, which is based on edit distance
and integrates a phonetic matching algorithm as
well. This provides one list of hypotheses.

3 Proposed Method

All the above models except the Spell Checker are
supervised methods that need labeled data con-
sisting of pairs of non-standard words and proper
words. In this paper we propose an unsupervised
method to create the lookup table of the non-
standard words and their corresponding proper
words offline. We further propose to use differ-
ent discriminative reranking approaches to com-
bine multiple individual systems.

1http://jazzy.sourceforge.net
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3.1 Unsupervised Corpus-based Similarity
for Normalization

Previous work has shown that unlabeled text can
be used to induce unsupervised word clusters
that can improve performance of many supervised
NLP tasks (Koo et al., 2008; Turian et al., 2010;
Täckström et al., 2012). We investigate using a
large unlabeled Twitter corpus to automatically
identify pairs of non-standard words and their cor-
responding standard words.

We use the Edinburgh Twitter corpus (Petro-
vic et al., 2010), and a dictionary obtained
from http://ciba.iciba.com/ to identify all the in-
vocabulary and out-of-vocabulary (OOV) words in
the corpus. The task is then to automatically find
the corresponding OOV words (if any) for each
dictionary word, and the likelihood of each pair.
The key question is how to compute this likelihood
or similarity.

We propose to use an unsupervised method
based on the large corpus to induce dense real-
valued low-dimension word embedding and then
use the inner product as a measure of semantic
similarity. We use the continuous bag-of-words
model that is similar to the feedforward neural
network language model to compute vector rep-
resentations of words. This model was first in-
troduced by (Mikolov et al., 2013). We use the
tool word2vec2 to implement this model. Two
constraints are used in order to eliminate unlikely
word pairs: (I) OOV words need to begin with the
same letter as the dictionary standard word; (II)
OOV words can only consist of English letter and
digits.

In addition to considering the above semantic
similarity, for the normalization task, we use other
information including the surface character level
similarity based on longest common sequence be-
tween the two tokens, and the frequency of the to-
ken. The final score between a dictionary wordw
and an OOV wordt is:

sim(w, t) =
longest common string(w, t)

length(t)
∗ log(TermFreq(t))
∗ inner product(vec(w), vec(t))

∗ longest common seq(w, t)
length(t)

(1)

The first and second term share the same property
of visual prime value used in (Liu et al., 2012a).

2https://code.google.com/p/word2vec/

The third term is the vector-based semantic simi-
larity of the two words, calculated by our proposed
model. The last term is the length of longest com-
mon sequence between the two words divided by
the length of the OOV word.

Using this method, we can identify all the pos-
sible OOV words for each dictionary word based
on an unlabeled large corpus. Each pair has a
similarity score. Then a reverse lookup table is
created to store the corresponding possible stan-
dard words for each non-standard word, which is
used during testing. This framework is similar to
the sequence labeling method described in Sec-
tion 2.3 in the sense of creating the mapping ta-
ble between the OOV and dictionary words. How-
ever, the difference is that this is an unsupervised
method whereas the sequence labeling uses super-
vised learning to generate possible candidates.

3.2 Reranking for System Combination

3.2.1 Word Level Reranking

Each of the above systems has its own strength and
weakness. The MT model and the sequence la-
beling models have better precision, the two-step
MT model has a broader coverage of candidates,
and the spell checker has a high confidence for
simple non-standard words. Therefore combining
these systems is expected to yield better overall
results. We propose to use a supervised maximum
entropy reranking model to combine our proposed
unsupervised method with those described in Sec-
tion 2 (4 systems that have 5 candidate lists). The
features we used in the normalization reranking
model are shown in Table 1. This maxent rerank-
ing method has shown success in many previous
work such as (Charniak and Johnson, 2005; Ji et
al., 2006).

Features:
1.Boolean value to indicate whether a candidate is on the
list of each system. There are 6 lists and thus 6 such fea-
tures.
2.A concatenation of the 6 boolean features above.
3.The position of this candidate in each candidate list. If
this candidate is not on a list, the value of this feature is -1
for that list.
4.The unigram language model probability of the candi-
date.
5.Boolean value to indicate whether the first character of
the candidate and non-standard word is the same.
6.Boolean value to indicate whether the last character of
the candidate and non-standard word is the same.

Table 1: Features for Reranking.

The first three features are related to the indi-
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vidual systems, and the last three features com-
pare the candidate with the non-standard word. It
is computationally expensive to include informa-
tion represented in the last three features in the in-
dividual systems since they need to consider more
candidates in the normalization step; whereas in
reranking, only a small set of word candidates
are evaluated, thus it is more feasible to use such
global features in the reranking model. We also
tried some other lexical features such as the length
difference of the non-standard word and the can-
didate, whether non-standard word contains num-
bers, etc. But they did not obtain performance
gain. Another advantage of the reranker is that we
can use information about multiple systems, such
as the first three features.

3.2.2 Sentence Level Reranking and
Decoding

In the above reranking method, we only use infor-
mation about the individual words. When contex-
tual words are available (in sentences or Tweets),
we can use that information. If a sentence con-
taining OOV words is given during testing, we
can perform standard sentence level Viterbi decod-
ing to combine information from the normaliza-
tion candidates and language model scores.

Furthermore, if sentences are available during
training (not just isolated word pairs as used in all
the previous supervised individual systems and the
Maxent reranking above), we can also use contex-
tual information for training the reranker. This can
be achieved in two different ways. First, we add
the Language Model score from context words as
features in the reranker. In this work, in addition to
the features in Table 1, we add a trigram probabil-
ity to represent the context information. For every
candidate of a non-standard word, we use trigram
probability from the language model. The trigram
consists of this candidate, and the previous and the
following token of the non-standard word. If the
previous/following word is also a non-standard to-
ken, then we calculate the trigram using all of their
candidates and then take the average. After adding
the additional LM probability feature, the same
Maxent reranking method as above is used, which
optimizes the word level accuracy.

The second method is to change the training ob-
jective and perform the optimization at the sen-
tence level. The feature set can be the same as the
word level reranker, or with the additional contex-
tual LM score features. To train the model (feature

weights), we perform sentence level Viterbi de-
coding on the training set to find the best hypoth-
esis for each non-standard word. If the hypothe-
sis is incorrect, we update the feature weight us-
ing structured perceptron strategy (Collins, 2002).
We will explore these different feature and train-
ing configurations for reranking in the following
experiments.

4 Experiments

4.1 Experimental Setup

The following data sets are used in our experi-
ments. We use Data 1 and Data 2 as test data, and
Data 3 as training data for all the supervised mod-
els.

• Data 1: 558 pairs of non-standard tokens and
standard words collected from 549 tweets in
2010 by (Han and Baldwin, 2011).

• Data 2: 3,962 pairs of non-standard tokens
and standard words collected from 6,160
tweets between 2009 and 2010 by (Liu et al.,
2011).

• Data 3: 2,333 unique pairs of non-standard
tokens and standard words, collected from
2,577 Twitter messages (selected from the
Edinburgh Twitter corpus) used in (Pennell
and Liu, 2011). We made some changes on
this data, removing the pairs that have more
than one proper words, and sentences that
only contain such pairs.3

• Data 4: About 10 million twitter messages
selected from the the Edinburgh Twitter cor-
pus mentioned above, consisting of 3 million
unique tokens. This data is used by the un-
supervised method to create the mapping ta-
ble, and also for building the word-based lan-
guage model needed in sentence level nor-
malization.

The dictionary we used is obtained from
http://ciba.iciba.com/, which includes 75,262 En-
glish word entries and their corresponding pho-
netic symbols (IPA symbols). This is used in var-
ious modules in the normalization systems. The
number of the final standard words used to create
the look-up table is 10,105 because we only use
the words that have the same number of character-
block segments and phones. These 10,105 words

3http://www.hlt.utdallas.edu/∼chenli/normalization
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cover 90.77% and 93.74% standard words in Data
set 1 and Data set 2 respectively. For the non-
standard words created in the CRF model, they
cover 80.47% and 86.47% non-standard words in
Data set1 and Data set 2. This coverage using the
non-standard words identified by the new unsuper-
vised model is 91.99% and 92.32% for the two
data sets, higher than that by the CRF model.

During experiments, we use CRF++ toolkit4

for our sequence labeling model, SRILM toolkit
(Stolcke, 2002) to build all the language models,
Giza++ (Och and Ney, 2003) for automatic word
alignment, and Moses (Koehn et al., 2007) for
translation decoding in three MT systems.

4.2 Isolated Word Normalization
Experiments

Table 2 shows the isolated word normalization re-
sults on the two test data sets for various systems.
The performance metrics include the accuracy for
the top-1 candidate and other top-N candidates.
Coverage means how many test cases correct an-
swers can be obtained in the final list regardless
of its positions. The top part presents the results
on Data Set 1 and the bottom shows the results on
Data Set 2. We can see that our proposed unsu-
pervised corpus similarity model achieves better
top-1 accuracy than the other individual systems
described in Section 2. Its top-n coverage is not
always the best – the 2-step MT method has advan-
tages in its coverage. The results in the table also
show that reranking improves system performance
over any of the used individual systems, which is
expected. After reranking, on Data set 1, our sys-
tem yields better performance than previously re-
ported ones. On Data set 2, it has better top-1 ac-
curacy than (Liu et al., 2012a), but slightly worse
top-N coverage. However, the method in (Liu et
al., 2012a) has higher computational cost because
of the calculation of the prime visual values for
each non-standard word on the fly during testing.
In addition, they also used more training data than
ours.

4.3 Sentence Level Normalization Results

We have already seen that after reranking we ob-
tain better word-level normalization performance,
for both top-1 and other top-N candidates. One
follow-up question is whether this improved per-
formance carries over to sentence level normaliza-

4http://crfpp.googlecode.com/

System
Accuracy %

Top1 Top3 Top10 Top20 Cover

Data 1
MT 61.81 73.53 78.50 79.57 80.00
MT21 39.61 52.93 63.59 65.36 65.72
MT22 53.64 68.56 77.44 80.46 88.10
SL 53.29 61.99 69.09 71.92 75.85
SC 50.27 56.31 56.84 57.02 57.02
UCS 61.81 69.98 74.60 76.55 82.17
Rerank 77.14 86.96 93.04 94.82 95.90
Sys1 75.69 n/a n/a n/a n/a
Sys2 73 81.9 86.7 89.2 94.2

Data 2
MT 55.02 63.3 66.99 67.77 68.00
MT21 35.64 47.65 54.67 56.01 56.4
MT22 49.02 62.49 70.99 74.86 80.07
SL 46.52 55.05 61.21 62.97 66.21
SC 51.16 55.48 55.88 55.88 55.88
UCS 57.29 65.75 70.55 72.64 80.84
Rerank 74.44 84.57 90.25 92.37 93.5
Sys1 69.81 82.51 92.24 93.79 95.71
Sys2 62.6 75.1 84 87.5 90.7
Sys3 73.04 n/a n/a n/a n/a

Table 2: MT: Character-block Level MT;
MT21&MT22: First&Second step in Character-
level Two-step MT; SL: Sequence Labeling sys-
tem; SC: Spell Checker; UCS: Unsupervised Cor-
pus Similarity Model; Sys1 is from (Liu et al.,
2012a); Sys2 is from (Li and Liu, 2012a); Sys3
is from (Yang and Eisenstein, 2013).

tion when context information is used via the in-
corporation of a language model. Since detecting
which tokens need normalization in the first place
is a hard task itself in social media text and is an
open question currently, similar to some previous
work, we assume that we already know the non-
standard words that need to be normalized for a
given sentence. Then the sentence-level normal-
ization task is just to find which candidate from
the n-best lists for each of those already ‘detected’
non-standard words is the best one. We use the
tweets in the Data set 1 described above because
Data set 2 only has token pairs but not sentences.

Table 3 shows the sentence level normaliza-
tion results using different reranking configura-
tions with respect to the features used in the
reranker and the training process. Regarding fea-
tures, reranker 1 and 3 use the features described
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in Section 3.2.1, i.e., features based on the words
only, without the additional trigram LM probabil-
ity feature; reranker 2 and 4 use the additional LM
probability feature. About training, reranker 1 and
2 use the Maxent reranking that is trained and op-
timized for the word level; reranker 3 and 4 use
structure perceptron training at the sentence level.
Note that all of the systems perform Viterbi decod-
ing during testing to determine the final top one
candidate for each non-standard word in the sen-
tence. The scores from the reranked normalization
output and the LM probabilities are combined in
decoding. From the results, we can see that adding
contextual information (LM probabilities) as fea-
tures in the reranker is useful. When this feature
is not used, using sentence-level training objec-
tive benefits (reranker 3 outperforms 1); however,
when this feature is used, performing sentence-
level training via structure perceptron is not useful
(reranker 2 outperforms 4), partly because the con-
textual information is incorporated in the features
already and using it in sentence-level decoding for
training is redundant and does not bring additional
gain. Finally compared to the previously report
results, our system performs the best.

System Acc % System Acc %
Reranker1 84.30 Reranker2 86.91
Reranker3 85.03 Reranker4 85.37

Sys1 84.13 Sys2 82.23

Table 3: Sentence level normalization results on
Data Set 1 using different reranking setups. Sys1
is from (Liu et al., 2012a); Sys2 is from (Yang and
Eisenstein, 2013). Acc % is the top one accuracy.

4.4 Impact of Unsupervised Corpus
Similarity Model

Our last question is regarding unsupervised model
importance in the reranking system and contribu-
tions of its different similarity measure compo-
nents. We conduct the following two experiments:
First, we removed the new model and just use the
other remaining models in reranking (five candi-
date lists). Second, we kept this new model but
changed the corpus similarity measure (removed
the third item in Eq(1) that represents the seman-
tic similarity). This way we can evaluate the im-
pact of the semantic similarity measure based on
the continuous word vector representation.

Table 4 shows the word level and sentence re-

sults on Data set 1 and 2 using these different
setups. Because of space limit, we only present
the top one accuracy. The other top-n results
have similar patterns. Sentence level normaliza-
tion uses the Reranker 2 described above. We can
see that there is a degradation in both of the new
setups, suggesting that the unsupervised method
itself is beneficial, and in particular the word vec-
tor based semantic similarity component is crucial
to the system performance.

System
Word Level Sent Level

Data1 Data2 Data1
system-A 73.75 70.33 84.51
system-B 74.77 70.83 86.22
system-C 77.14 74.44 86.91

Table 4: Word level and Sentence level normaliza-
tion results (top-1 accuracy in %) after reranking
on Data Set 1 and 2. System-A is without using
the unsupervised model, system-B is without its
semantic similarity measure, and system-C is our
proposed system.

5 Conclusions

In this paper, we proposed a novel normalization
system by using unsupervised methods in a large
corpus to identify non-standard words and their
corresponding proper words. We further combine
it with several previously developed normalization
systems by a reranking strategy. In addition, we
explored different sentence level reranking meth-
ods to evaluate the impact of context information.
Our experiments show that the reranking system
not only significantly improves the word level nor-
malization accuracy, but also helps the sentence
level decoding. In the future work, we plan to ex-
plore more useful features and also leverage pair-
wise and link reranking strategy.
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Abstract

Recently, we reported on our efforts to
build the first prototype of KurdNet. In
this proposal, we highlight the shortcom-
ings of the current prototype and put for-
ward a detailed plan to transform this pro-
totype to a full-fledged lexical database for
the Kurdish language.

1 Introduction

WordNet (Fellbaum, 2010) has been used in nu-
merous natural language processing tasks such as
word sense disambiguation and information ex-
traction with considerable success. Motivated by
this success, many projects have been undertaken
to build similar lexical databases for other lan-
guages. Among the large-scale projects are Eu-
roWordNet (Vossen, 1998) and BalkaNet (Tufis et
al., 2004) for European languages and IndoWord-
Net (Bhattacharyya, 2010) for Indian languages.

Kurdish belongs to the Indo-European family of
languages and is spoken in Kurdistan, a large geo-
graphical region spanning the intersections of Iran,
Iraq, Turkey, and Syria (as showed in Figure 1).
Kurdish is a less-resourced language for which,
among other resources, no wordnet has been built
yet.

Despite having a large number (20 to 30 mil-
lions) of native speakers (Hassanpour et al., 2012;
Haig and Matras, 2002), Kurdish is among the
less-resourced languages for which the only lin-
guistic resource available on the Web is raw
text (Walther and Sagot, 2010). In order to ad-
dress this resource-scarceness problem, the Kur-
dish language processing project (KLPP1) has
been recently launched at University of Kurdis-
tan. Among the the major linguistic resources that
KLPP has been trying to develop is KurdNet, a

1http://eng.uok.ac.ir/esmaili/research/klpp/en/main.htm
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Figure 1: Geographical Distribution of Kurdish
Speakers

WordNet-like lexical database for the Kurdish lan-
guage. Earlier this year, we reported (Aliabadi
et al., 2014) on our effort to build the first pro-
totype of KurdNet. In this paper, we propose a
plan to transform this preliminary version into a
full-fledged and functional lexical database.

The rest of this paper is organized as follows.
We first (in Section 2) give a brief overview of the
current state of KurdNet. Then after highlighting
the main shortcomings of the current prototype in
Section 3, we present our plan to transform this
prototype to a full-blown lexical database for the
Kurdish language in Section 4. We conclude the
paper in Section 5.

2 KurdNet: State-of-the-Art

In our previous work (Aliabadi et al., 2014), we
described the steps that we have taken to build the
first prototype of KurdNet. There, we

1. highlighted the main challenges in building
a wordnet for the Kurdish language (includ-
ing its inherent diversity and morphological
complexity),

2. built the first prototype of KurdNet, the Kur-
dish WordNet (see a summary below), and
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3. conducted a set of experiments to evaluate the
impact of KurdNet on Kurdish information
retrieval.

In the following, we first define the scope of our
first prototype, then after justifying our choice of
construction model, we describe KurdNet’s indi-
vidual elements.

2.1 Scope
Kurdish has two main dialects (Esmaili and
Salavati, 2013): Sorani and Kurmanji. In the first
prototype of KurdNet we focus only on the So-
rani dialect. This is mainly due to lack of an avail-
able and reliable Kurmanji-to-English dictionary.
Moreover, processing Sorani is in general more
challenging than Kurmanji (Esmaili et al., 2013a).

2.2 Methodology
There are two well-known models for building
wordnets for a language (Vossen, 1998):

• Expand: in this model, the synsets are built
in correspondence with the WordNet synsets
and the semantic relations are directly im-
ported. It has been used for Italian in Mul-
tiWordNet and for Spanish in EuroWordNet.

• Merge: in this model, the synsets and rela-
tions are first built independently and then
they are aligned with WordNet’s. It has been
the dominant model in building BalkaNet and
EuroWordNet.

The expand model seems less complex and
guarantees the highest degree of compatibility
across different wordnets. But it also has potential
drawbacks. The most serious risk is that of forcing
an excessive dependency on the lexical and con-
ceptual structure of one of the languages involved,
as pointed out in (Vossen, 1996).

In our project, we follow the Expand model,
since it can be partly automated and therefore
would be faster. More precisely, we aim at cre-
ating a Kurdish translation/alignment for the Base
Concepts (Vossen et al., 1998) which is a set of
5,000 essential concepts (i.e. synsets) that play
a major role in the wordnets. Base Concepts
(BC) is available on the Global WordNet Associa-
tion (GWA)’s Web page2. The Entity-Relationship
(ER) model for the data represented in Base Con-
cept is shown in Figure 2. A sample synset is de-
picted in Figure 3.

2http://globalwordnet.org/

Synset 

Domain 

Definition Usage 

SUMO 

BCS 

Literal 

ID POS 

Type 

Lexical 
Relation 

Has / Is in 
N 

N N 

N 

Sense_no 

Figure 2: Base Concepts’ ER Model (Aliabadi et
al., 2014)

<SYNSET> 

<ID>ENG20-00008853-v</ID>  

<POS>v</POS>  

<SYNONYM> 

<LITERAL>shed<SENSE>4</SENSE></LITERAL> 

<LITERAL>molt<SENSE>1</SENSE></LITERAL> 

  <LITERAL>exuviate<SENSE>1</SENSE></LITERAL> 

<LITERAL>moult<SENSE>1</SENSE></LITERAL> 

<LITERAL>slough<SENSE>1</SENSE></LITERAL> 

   </SYNONYM> 

<ILR><TYPE>hypernym</TYPE>ENG20-01471089-v</ILR> 

<ILR><TYPE>eng_derivative</TYPE>ENG20-01245451-n</ILR> 

<ILR><TYPE>eng_derivative</TYPE>ENG20-08844332-n</ILR> 

<ILR><TYPE>eng_derivative</TYPE>ENG20-12753095-n</ILR> 

<ILR><TYPE>eng_derivative</TYPE>ENG20-12791455-n</ILR> 

<DEF>cast off hair, skin, horn, or feathers</DEF>  

<USAGE>out dog sheds every Spring</USAGE>  

<BCS>2</BCS>  

   <DOMAIN>zoology</DOMAIN>  

<SUMO>Removing<TYPE>+</TYPE></SUMO> 
  </SYNSET> 

Figure 3: A WordNet verb synset in XML (Vossen
et al., 1998)

2.3 Elements

Since KurdNet follows the Expand model, it
inherits most of Base Concepts’ structural prop-
erties, including: synsets and the lexical relations
among them, POS, Domain, BCS, and SUMO.
KurdNet’s language-specific aspects, on the other
hand, have been built using a semi-automatic
approach. Below, we elaborate on the details of
construction the remaining three elements.

Synset Alignments: for each synset in
BC, its counterpart in KurdNet is defined
semi-automatically. We first use Dictio (a Sorani-
English dictionary, see Section 4.2) to translate its
literals (words). Having compiled the translation
lists, we combine them in two different ways:
(i) a maximal alignment (abbr. max) which is a
superset of all lists, and (ii) a minimal alignment
(abbr. min) which is a subset of non-empty
lists. Figure 4 shows an illustration of these two
combination variants. In future, we plan to apply
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Figure 4: An Illustration of a Synset in Base Con-
cepts and its Maximal and Minimal Alignment
Variants in KurdNet (Aliabadi et al., 2014)

Base
Concepts

KurdNet
(max)

KurdNet
(min)

Synset No. 4,689 3,801 2,145
Literal No. 11,171 17,990 6,248
Usage No. 2,645 89,950 31,240

Table 1: The Main Statistical Properties of Base
Concepts and its Alignment in KurdNet (Aliabadi
et al., 2014)

more advanced techniques, similar to the graph
algorithms described in (Flati and Navigli, 2012).

Usage Examples: we have taken a corpus-
assisted approach to speed-up the process of
providing usage examples for each aligned synset.
To this end, we: (i) extract all sentences (820,203)
of the Pewan corpus (Esmaili and Salavati, 2013),
(ii) lemmatize the corpus to extract all the lemmas
(278,873), and (iii) construct a lemma-to-sentence
inverted index. In the current version of KurdNet,
for each synset we build a pool of sentences
by fetching the first 5 sentences of each of its
literals from the inverted list. These pools will
later be assessed by lexicographers to filter out
non-relevant instances. In future, more sophisti-
cated approaches can be applied (e.g., exploiting
contextual information).

Definitions: due to lack of proper translation
tools, this element was aligned manually. We
built a graphical user interface to facilitate the
lexicographers’ task.

Table 1 shows a summary of KurdNet’s statisti-
cal properties along with those of Base Concepts.

The latest snapshot of KurdNet’s prototype is
freely accessible and can be obtained from (KLPP,
2013).

Noun Verb Adjective Adverb
Antonym Antonym Antonym Antonym
Hyponym Troponym Similar Derived
Hypernym Hypernym Relational Adj
Meronym Entailment Also See
Holonym Cause Attribute

Table 2: WordNet Relational (Beckwith et al.,
1993)

3 KurdNet: Shortcomings

The current version of KurdNet is quite basic and
therefore its applicability is very limited. In order
to expand the usability of KurdNet, the following
shortcomings must be overcome:

3.1 Incomplete Coverage of Kurdish
Vocabulary

KurdNet has been built as an alignment for Base
Concepts and since Base Concepts contains only
a small subset of English vocabulary, KurdNet’s
coverage is inevitably small. Furthermore, as it
can be seen in Table 1, due to the limitations of
the dictionaries used, not all English words in the
Base Concepts (Vossen et al., 1998) have an equiv-
alent in KurdNet. Hence the current mapping be-
tween WordNet and KurdNet is only partial. Fi-
nally, the lexical idiosyncrasies between Kurdish
and English should be identified and included in
KurdNet.

3.2 Refinement of Automatically-Generated
Content

Each synset must contain a comprehensive defini-
tion and a practical example. While KurdNet def-
initions are provided manually and therefore en-
joy high quality, the actual words in each synset
as well as the usage examples have been produced
manually. In order to increase the reliability and
correctness of KurdNets, there need to be mech-
anisms to refine the existing machine-generated
components.

3.3 Limited Support for Semantic Relation
Types

As shown in Table 2, there are several WordNet
semantic relations for each syntactic categories.
Each syntactic categories are organized to compo-
nent files (Miller et al., 1993). The most impor-
tant semantic relation in WordNet is Hyponymy
and this relation is the only one support in Kurd-
Net (Aliabadi et al., 2014).
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3.4 Absence of Kurmanji Synsets

Kurdish is considered a bi-standard3 lan-
guage (Gautier, 1998; Hassanpour et al., 2012):
the Sorani dialect written in an Arabic-based
alphabet and the Kurmanji dialect written in a
Latin-based alphabet. The linguistics features
distinguishing these two dialects are phonolog-
ical, lexical, and morphological. The important
morphological differences that concern the con-
struction of KurdNet are (MacKenzie, 1961;
Haig and Matras, 2002): (i) in contrast to Sorani,
Kurmanji has retained both gender (feminine
v. masculine) and case opposition (absolute v.
oblique) for nouns and pronouns, and (ii) while
is Kurmanji passive voice is constructed using
the helper verb “hatin”, in Sorani it is created via
verb morphology. As explained in Section 2, the
current KurdNet prototype only covers the Sorani
dialect and therefore it should be extended to
include the Kurmanji dialect as well. This would
require not only using similar resources to those
reported in this paper, but also building a mapping
system between the Sorani and Kurmanji dialects.

3.5 Dictionary Imperfections

Dictio, the dictionary that was used for building
KurdNet, is relatively small. We have recently
discovered new linguistics resources that can im-
prove the quality of automatic translation of En-
glish words and sentences into Kurdish and vice
versa (see Section 4.2).

4 KurdNet: Extension Plan

4.1 Goals and Envisioned Outcomes

The main objectives and expected artefacts for this
proposals are the following:

• to refine the current prototype, through use
of intelligent algorithms and/or manual assis-
tance.

• to winden the scope (i.e., including Kurmanji
synsets), the coverage (i.e., going beyond
Base Concepts) , and richness (supporting
additional semantic relations) of the current
version.

3Within KLPP, our focus has been on Sorani and Kur-
manji which are the two most widely-spoken and closely-
related dialects (Haig and Matras, 2002; Walther and Sagot,
2010).

• to produce tool kits for users (e.g. graphical
interfaces), developers (e.g., drivers and pro-
gramming interfaces), and contributors (e.g.,
navigation/edition tools).

• to design and conduct experiments in order to
assess the effectiveness of KurdNet in NLP
and IR applications.

• to publish the innovative aspects as research
papers.

4.2 Available Resources
Below are the Kurdish language resources that can
be potentially used throughout this project:

• KLPP Resources
− the Pewan corpus (Esmaili and Salavati,
2013): for both Sorani and Kurmanji dialects.
Its basic statistics are shown in Table 3
− the Renoos lemmatizer (Salavati et al.,
2013): it is the result of a major revision of
Jedar, a Kurdish stemmer whose outputs are
stems.
− the Pewan test collection (Esmaili et al.,
2013b): is a test collection for both Sorani
and Kurmanji.

• Online Dictionaries:
− Dictio: an English-to-Sorani dictionary
with more than 13,000 headwords. It em-
ploys a collaborative mechanism for enrich-
ment.
− Ferheng: a collection of dictionaries for
the Kurmanji dialect with sizes ranging from
medium (around 25,000 entries, for German
and Turkish) to small (around 4,500, for En-
glish).
− Inkurdish4: a new and high-quality trans-
lation between Sorani Kurdish and English.
− English Kurdish Translation5: especially
can translate words in Kurmanji and English
together.
− Freelang6:supports 4000 words in kur-
manji.
− Glosbe7: is a multilingual dictionary, that
includes Soranii, Kurmanj, and English .
− Globalglossary8 is a Kurdish-English dic-
tionary.

4http://www.inkurdish.com
5http://www.englishkurdishtranslation.com/
6http://www.freelang.net/online/kurdish.php
7http://glosbe.com/en/ku/
8http://www.globalglossary.org/en/en/kmr/
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Sorani Kurmanji
Articles No. 115,340 25,572

Words No. (dist.) 501,054 127,272
Words No. (all) 18,110,723 4,120,027

Table 3: The Pewan Corpus’ Basic Statistics (Es-
maili and Salavati, 2013)

• Wikipedia
It currently has more than 12,000 Sorani9 and
20,000 Kurmanji10 articles. One useful ap-
plication of these entries is to build a parallel
collection of named entities across both di-
alects.

4.3 Methodology
As mentioned in Section 2, we have adopted
the Expand model to build KurdNet. According
to (Vossen, 1996), the MultiWordNet (MWN11)
model (Expand model) seems less complex and
guarantees the highest degree of compatibility
across different wordnets. The MWN model also
has potential drawbacks. The most serious risk
is that of forcing an excessive dependency on the
lexical and conceptual structure of one of the lan-
guages involved, as (Vossen, 1996) points out.
This risk can be considerably reduced by allow-
ing the new wordnet to diverge, when necessary,
from the PWN.

Another important advantage of the MWN
model is that automatic procedures can be devised
to speed up both the construction of correspond-
ing synsets and the detection of divergences be-
tween PWN and the wordnet being built. Accord-
ing to the Expand model, the aim is to build, when-
ever possible, Kurdish synsets which are synony-
mous (semantically correspondent) with the PWN
synsets. The second strategy is based on Kurdish-
to-English translations. For each sense of a Kur-
dish word K, we look for a PWN synset S in-
cluding at least one English translation of K and
a link between K and S is established (Pianta et
al., 2002).

For the correct alignment of Sorani and Kur-
manji synsets, we propose to use three comple-
mentary approaches:

• use of English (here, Base Concepts) synsets
as reference points between both dictionary-
translated synsets of Sorani and Kurmanji.

9http://ckb.wikipedia.org/
10http://ku.wikipedia.org/
11http://multiwordnet.fbk.eu/

English Sorani Kurmanji
word1 S-translation1 K-translation1
word2 S-translation2 K-translation2
word3 K-translation3
word4 S-translation4
word5

Table 4: English-Sorani and English-Kurmanji
dictionaries structure

The results would be structured as shown in
Table 4.

• development of a transliteration/translation
engine between Sorani and Kurmanji, that
is capable of matching closely-related words
and synstes.

• For the cases in which, more than one or no
mapping has been found, manual filtering or
insertion will be used.

4.4 Timing and Logistics

Based on our estimates, we plan to carry out the
research highlighted in this paper in the course of
one-and-an-half to two years. To this end, a time-
line has been prepared (see Figure 5). We believe
that since the preliminary work on KurdNet (e.g.,
literature review, development of the first proto-
type) has already been completed, most of our re-
sources will be dedicated to designing new algo-
rithms and system building.

Moreover, in terms of technical logistics, we
are hopeful to receive full IT and library systems
support from the Science and Research Branch Is-
lamic Azad University(SRBIAU12) and University
of Kurdistan(UoK13).

5 Summary

In this paper, we underlined the major shortcom-
ings in the current KurdNet prototype and pro-
posed a concrete plan to enrich the current pro-
totype, so that it can be used in development of
Kurdish language processing systems.
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Researching Efficient Methodology 

Researching Available Resources 

Preparing Dictionaries 

Creating Primary Synsets 

Programing Kurdnet.Jar 

Completing Synset 

Finding Semantic Relations 

Creating Graphical User Interface  

Creating Linguistics Interface 

Drafting Reports 

Writing Final Report 

Publishing The Kurdnet 

Figure 5: Management Plan
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