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Abstract

Preordering of a source language sentence
to match target word order has proved to
be useful for improving machine transla-
tion systems. Previous work has shown
that a reordering model can be learned
from high quality manual word alignments
to improve machine translation perfor-
mance. In this paper, we focus on further
improving the performance of the reorder-
ing model (and thereby machine transla-
tion) by using a larger corpus of sentence
aligned data for which manual word align-
ments are not available but automatic ma-
chine generated alignments are available.
The main challenge we tackle is to gen-
erate quality data for training the reorder-
ing model in spite of the machine align-
ments being noisy. To mitigate the effect
of noisy machine alignments, we propose
a novel approach that improves reorder-
ings produced given noisy alignments and
also improves word alignments using in-
formation from the reordering model. This
approach generates alignments that are 2.6
f-Measure points better than a baseline su-
pervised aligner. The data generated al-
lows us to train a reordering model that
gives an improvement of 1.8 BLEU points
on the NIST MT-08 Urdu-English eval-
uation set over a reordering model that
only uses manual word alignments, and a
gain of 5.2 BLEU points over a standard
phrase-based baseline.

I ntroduction

in machine translation output that is not fluent and
is often very hard to understand. These problems
are particularly severe when translating between
languages which have very different structure.

Phrase based systems (Koehn et al., 2003) use
lexicalized distortion models (Al-Onaizan and Pa-
pineni, 2006; Tillman, 2004) and scores from the
target language model to produce words in the cor-
rect order in the target language. These systems
typically are only able to capture short range re-
orderings and the amount of data required to po-
tentially capture longer range reordering phenom-
ena is prohibitively large.

There has been a large body of work showing
the efficacy of preordering source sentences using
a source parser and applying hand written or auto-
matically learned rules (Collins et al., 2005; Wang
et al., 2007; Ramanathan et al., 2009; Xia and Mc-
Cord, 2004; Genzel, 2010; Visweswariah et al.,
2010). Recently, approaches that address the prob-
lem of word order differences between the source
and target language without requiring a high qual-
ity source or target parser have been proposed
(DeNero and Uszkoreit, 2011; Visweswariah et
al., 2011; Neubig et al., 2012). These methods
use a small corpus of manual word alignments
(where the words in the source sentence are man-
ually aligned to the words in the target sentence)
to learn a model to preorder the source sentence to
match target order.

In this paper, we build upon the approach in
(Visweswariah et al., 2011) which uses manual
word alignments for learning a reordering model.
Specifically, we show that we can significantly
improve reordering performance by using a large
number of sentence pairs for which manual word
alignments are not available. The motivation for

Dealing with word order differences betweengoing beyond manual word alignments is clear:
source and target languages presents a significatiie reordering model can have millions of features
challenge for machine translation systems. Failingand estimating weights for the features on thou-
to produce target words in the correct order resultsands of sentences of manual word alignments is
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likely to be inadequate. One approach to deal witlreorderings given the source sentence and noisy
this problem would be to use only part-of-speechalignments, the second scores alignments given
tags as features for all but the most frequent wordghe noisy source and target reorderings and the
This will cut down on the number of features andsource and target sentences themselves. The sec-
perhaps the model would be learnable with a smalbnd model helps produce better alignments, while
set of manual word alignments. Unfortunately, aswve use the first model to help generate better ref-
we will see in the experimental section, leavingerence reordering given noisy alignments. These
out lexical information from the models hurts per-improved reference reorderings will then be used
formance even with a relatively small set of man-to train a reordering model.

ual word alignments. Another option would be to  Our experiments show that reordering models
collect more manual word alignments but this istrained using these improved machine alignments
undesirable because it is time consuming and experform significantly better than models trained
pensive. only on manual word alignments. This results in

The challenge in going beyond manual worda 1.8 BLEU point gain in machine translation per-
alignments and using machine alignments is théormance on an Urdu-English machine translation
noise in the machine alignments which affects thaask over a preordering model trained using only
performance of the reordering model (see Sectiomanual word alignments. In all, this increases
5). We illustrate this with the help of a motivating the gain in performance by using the preordering
example. Consider the example English sentencmodel to 5.2 BLEU points over a standard phrase-
and its translation shown in Figure 1. based system with no preordering.

The rest of this paper is structured as follows.
Section 2 describes the main reordering issues in
Urdu-English translation. Section 3 introduces the
ko gaya reordering modeling framework that forms the ba-

_ _ _sis for our work. Section 4 describes the two mod-
Figure 1: An example English sentence withgis we use to tie together reordering and align-

its Urdu translation with alignment links. Red ents and how we use these models to generate
(dotted) links are incorrect links while the blue yaining data for training our reordering model.
(dashed) links are the corresponding correct linksgection 5 presents the experimental setup used for

_ _ evaluating the models proposed in this paper on
A standard word alignment algorithm that we 5 yrdy-English machine translation task. Sec-

used (McCarley et al., 2011) made the mistake Ofisy 6 presents the results of our experiments.
mis-aligning the Urdwko andkeliye (it switched  \yg gescribe related work in Section 7 and finally

the two). Deriving reference reorderings from yasent some concluding remarks and potential fu-
these wrong alignments would give us an incor,re work in Section 8.

rect reordering. A reordering model trained on

such incorrect reorderings would obviously per-3  Reordering issuesin Urdu-English

form poorly. Our task is thus two-fold (i) im- trandation

prove the quality of machine alignments (ii) use

these less noisy alignments to derive cleaner trainn this section we describe the main sources of

ing data for a reordering model. word order differences between Urdu and English
Before proceeding, we first point out that thesince this is the language pair we experiment with

two tasks,viz, reordering and word alignment in this paper.

are related: Having perfect reordering makes the The typical word order in Urdu isSubject-

alignment task easier while having perfect align-Object-Verb unlike English in which the order is

ments in turn makes the task of finding reorder-Subject-Verb-Object. Urdu has case markers that

ings trivial. Motivated by this fact, we introduce sometimes (but not always) mark the subject and

models that allow us to connect the source/targethe object of a sentence. This difference in the

reordering and the word alignments and showplacement of verbs can often lead to movements of

that these models help in mutually improving theverbs over long distances (depending on the num-

performance of word alignments and reorderingber of words in the object). Phrase based systems

Specifically, we build two models: the first scoresdo not capture such long distance movements well.

He went to the stadium to play

S _

— N

vaha khelne keliye stadium
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Another difference is that Urdu uses post-aligned source and target sentences, we drop the
positions unlike English which uses prepositions.source words that are not aligied_et m; be the
This can also lead to long range movements demean of the target word positions that the source
pending on the length of the noun phrase that thevord at index: is aligned to. We then sort the
post-position follows. The order of noun phrasessource indices in increasing orderaf (this order
and prepositional phrases is also swapped in Urddefinest*). If m; = m; (for example, because;

as compared with English. andw; are aligned to the same set of words) we
. keep them in the same order that they occurred in
3 Reordering model the source sentence.

In this section we briefly describe the reordering We used the single best Margin Infused Relaxed
model (Visweswariah et al., 2011) that forms theAlgorithm (MIRA) (McDonald et al. (2005b),
basis of our work. We also describe an approxCrammer and Singer (2003)) with online updates
imation we make in the training process that sig{0 our parameters given by:
nificantly speeds up the training without much loss
of accuracy which enables training on much large®;; = arg min ||0 — 6|
data sets. Consider a source sentewcthat we o
would like to reorder to match the target order. Let
7 represent a candidate permutation of the source
sentencav. m; denotes the index of the word in the In the equation abover = arg min, C(7|w) is
source sentence that maps to positigmthe can- the best reordering based on the current parameter
didate reordering, thus reordering with this candi-value@; and L is a loss function. We take to be
date permutationr we will reorder the sentence the number of words for which the hypothesized
W 10 Wy, , Wry, ..., Wy, . The reordering model we Permutations has a different preceding word as
use assigns costs to candidate permutations as: compared with the reference permutatioh
In this paper we focus on the case where in ad-
C(mlw) = c(miq,m). dition to using a relatively small number of man-
@ ual word aligned sentences to derive the refer-

The costsc(m, n) are pairwise costs of putting €NC€ permgtations;-* used to train our model_,

reorder the sentence according to the permu- ier machine aligned sentence pairs. To handle
tation 7 that minimizes the cosC(m|w). We the larger amount of training data we obtain from

find the minimal cost permutation by converting Machine alignments, we make an approximation
the problem into a symmetric Travelling Salesmari training that we found empirically to not af-
Problem (TSP) and then using an implementatiorféct performance but that makes training faster

of the chained Lin-Kernighan heuristic (ApplegatePy more than a factor of five. This allows us
et al., 2003). The costs in the reordering modef© train the reordering model with roughly 150K

st. C(w*lw) < C(xw|w) — L(w*, 7).

c(m,n) are parameterized by a linear model: sentences in about two hours. The approximation
we make is that instead of using the chained Lin-
c(m,n) = 07®(w, m,n) Kernighan heuristic to solve the TSP problem to

, _ , find * = argmin, C(w|w), we select greedily
whered is a learned vector of weights addis @ o each word the preceding word that has the low-
vector of binary feature functions that inspect thegg; (o Using; to denotearg min.; ¢(j, i) and
words and POS tags of the source sentence at arl\ﬁting I
around positionsn andn. We use the features
(®) described in Visweswariah et al. (2011) that Cplw) = et ),

were based on features used in dependency pars- B

ing (McDonald et al., 2005a). _———
ql'( | h iah (% . INote that the unaligned source words are dropped only at
0 learn the weight vectod we requiré a Cor- e time oftraining. At the time of testing all source words a

pus of sentences with their desired reorderings retained as the alignment information is obviously not lavai

7*. Past work Visweswariah et al. (2011) used?ble attest time. , o

high quality manual word alignments to derive the It s_hould be r_10_ted that thls_ approximation was_done only
g k a y k g ) at the time of training. At the time of testing we still use the

desired reorderings™ as follows. Given word chained Lin-Kernighan heuristic to solve the TSP problem.
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we do the update according to: Step 1: Train reordering models
using manual word alignments

C(ms|w?) C(mg|wt)

0i1 = arg;nin 16 — 6|

st. C(w*lw) < C(p|lw) — L(w™*, ).

Siép 2: Feed predictions
the reordering models
to the alignment model

P(a|WS7Wt7 s,y 7Tt)

Again the losd.(7*, 4) is the number of positions
i for which 7}, is different frome;_;.

4 Generating reference reordering from
parallel sentences

ep 3: Eeed predictions

The main aim of our work is to improve the re- of e alignment model

ordering model by using parallel sentences for to the\eordering models
which manual word alignments are not avail- C (| w*, a) C(ﬂ't|Wt a)
able. In other words, we want to generate rel- : ’

atively clean reference reorderings from parallel_. o

sentences and use them for training a reorderin igure 2: _Overall approach: Building a sequence
model. A straightforward approach for this is to f reordering and alignment models.

use a supervised aligner to align the words in the

sentences and then derive the reference reorderir\1,9 .
) ord alignments /) and a much larger corpus of
as we do for manual word alignments. However

. : . ‘parallel sentenced/) that are not word aligned.
as we will see in the experimental results, the qualp N g

. : . . The basic idea is to chain together the two models,
ity of a reordering model trained from automatic

. : o . . “viz., reordering model and alignment model, as
alignments is very sensitive to the quality of align-. S )
. . . illustrated in Figure 2. The steps involved are as
ments. This motivated us to explore if we can fur-

ther improve our aligner and the method for gen_descnbed below:

erating reference reorderings given alignments. Step 1. First, we use manual word alignments
We improve upon the above mentioned ba-{H) to train source and target reordering models
sic approach by coupling the tasks of reorder-as described in (Visweswariah et al., 2011).
ing and word alignment. We do this by build-
ing areordering model (C(m*|w*s, wt, a)) that
scores reorderinga® given the source sentence
w*, target sentencev® and machine alignments
a. Complementing this model, we build ahgn-
ment model (P(ajws,wt % «t)) that scores
alignmentsa given the source and target sen-
tences and their predicted reorderings according t8tep 3: Finally, we use the predictions of the
source and target reordering models. The modedlignment model trained in Step 2 to train reorder-
(C(m®|w*, wt, a)) helps to produce better refer- ing modelsC(w*|ws, wt, a) (see section 4.3 for
ence reorderings for training our final reorderingdetails on the reordering model itself).
model given fixed machine alignments and the
alignment modelP(a|ws, wt, 7%, 7t)) helps im- After building the sequence of models shown in
prove the machine alignments taking into accounfigure 2, we apply them in sequence on the un-
information from reordering models. In the fol- aligned parallel dat&/, starting with the reorder-
lowing sections, we describe our overall approaching modelsC(w#|w*®) and C(wt|wt). The re-
followed by a description of the two models. orderings obtained for the source sidelin(after
applying the final modelC (w*|w*,a)) are used
along with reference reorderings obtained from
the manual word alignments to train our reorder-
We first describe our overall approach to gen-ing model. Note that, in theory, we could iterate
erating training data for the reordering modelover steps 2 and 3 several times but, in practice
given a small corpus of sentences with manuale did not see a benefit of going beyond one iter-

Step 2: Next, we use the hand alignments to train
an alignment modelP(a|ws, wt, 2 «t). In
addition to the original source and target sentence,
we also feed the predictions of the reordering
model trained in Step 1 to this alignment model
(see section 4.2 for details of the model itself).

4.1 Overall approach to generating training
data
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ation in our experiments. Also, since we are interthe Model 1 probabilities between pairs of words
ested only in the source side reorderings producelinked in the alignmenta, features that inspect
by the modelC (7*|w*®, a), the target reordering source and target POS tags and parses (if avail-
model C(wt|wt,a) is needed only if we iterate able) and features that inspect the alignments of
over steps 2 and 3. adjacent words in the source and target sentence.
We now point to some practical considerations To incorporate information from the reorder-
of our approach. Consider the case when we aring model, we add features that use the predicted
training an alignment model conditioned on re-sourcem® and target permutationst. We intro-
orderings P(a|w®,wt, 7%, wt)). If the reorder- duce some notation to describe these features. Let
ing model that generated these reorderingsct S, and S,, be the set of indices of target words
were trained on the same data that we are usinthatw;, andw;, are aligned to respectively. We de-
to train the alignment model, then the reorder-fine the minimum signed distance:éd) between
ings would be much better than we would ex-these two sets as:
pect on unseen test data, and hence the align- msd(Sy,, Sp) = i* — j*
ment model P(a|ws, wt, = wt)) may learn to
make the alignment overly consistent with the re-Where, (*,j*) —arg  min  |i— |
orderingsw* and wt. To counter this problem, (4,)€Sm X Sn

we divide the training datdl into X parts and We quantize and encode with binary features
at each stage we apply a model (reordering Of,e minimum signed distance between the sets of

a"gn,me”t) on part that had not seen Paftin  he indices of the target words that source words
training. This ensures that the alignment mOdeLcldjacent in the reordering® (w?. andw;j_sﬂ) are

does not see very optlmlstlc reo rd'e.rlngs and Vlcealigned to. We instantiate similar features with the
versa. We now describe the individual models,

. roles of source and target sentences reversed. With
s t s t s s
viz, P(afw?, wh, %, m) andC (m*[w", a). this addition of features we use the same training

4.2 Modeing alignments given reordering and testing procedure as in McCarley et al. (2011).

In thi . q ibe h ¢ in If the reorderingsr® were perfect we would learn
n this section we describe how we fuse informa- only allow alignments wheres®. and ws.,

tion from source and target reordering models to . . i i+1
. : were aligned to adjacent words in the target sen-
improve word alignments.

. ence. Although the reordering model is not per-
As a base model we use the correction modeﬁ 9 9 P

for word alignments proposed by McCarley et ect, preferring alignments consistent with the re-
: Lo deri dels i the ali :

al. (2011). This model was significantly betterOr ering models IMproves the aligner

than the MaxEnt aligner (lttycheriah and Roukos,4.3 Modeling reordering given alignments

2005) and is also flexible in the sense that it allowsy, 0 4el source permutations given sourae)(
for arbitrary features to be introduced while still and target ¥*) sentences, and alignments) (ve
keeping training and decoding tractable by using 8, ,se the reordering model framework described
greedy decoding algorithm that explores potentia|n Section 3 adding additional features capturing

al?gnments in a small neighborhood of the currenty o relation between a hypothesized permutation
alignment. The model thus needs a reasonablx_ and alignmentsa. To allow for searching via

good initial alignment to start with for which we the same TSP formulation we once again assign
use the MaxEnt aligner (lttycheriah and Roukos,Costs to candidate permutations as:

2005) as in McCarley et al. (2011).
The correction model is a log-linear model: C(ws|ws,wt, a) = Z c(mi—q, m|w®, a).
T s t '
P(ajw®,w') = eXp()‘qu(:’ Wt W )). Note that we introduce a dependence on the target
(ws, w') sentencew® only through the alignmeni. Once

The \s are trained using the LBFGS algorithm 29&in we parameterize the costs by a linear model:
(Liu et al., 1989) to maximize the log-likelihood
smoothed withZ, regularization. The feature
functions ¢ we start with are those used in Mc-  For the feature function®, in addition to the
Carley et al. (2011) and include features encodindeatures that only depend oms, m,n (that we

c(m,n) = 0T ®(w*, a,m,n).
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use in our standard reordering model) we addveb®. The parallel corpus is used for building our
binary indicator features based amsd(S,,,S,) phrased based machine translation system and to
and msd(Sy,, S,) conjoined with POS(?,) and add training data for our reordering model. For
POS;). our English language model, we use the Gigaword

Here, S,,, and S,, are the set of indices of tar- English corpus in addition to the English side of
get words thatv?, andw? are aligned to respec- our parallel corpus. Our Part-of-Speech tagger is
tively. We conjoin then.sd (minimum signed dis- a Maximum Entropy Markov model tagger trained
tance) with the POS tags to allow the model to capon roughly fifty thousand words from the CRULP
ture the fact that the alignment error rate maybecorpus (Hussain, 2008).

higher for some POS tags than otheeg.( we For our machine translation experiments, we
have observed verbs have a higher error rate insed a standard phrase based system (Al-Onaizan
Urdu-English alignments). and Papineni, 2006) with a lexicalized distortion

Given these features we train the paramegers model with a window size of +/-4 words To
using the MIRA algorithm as described in Sec-extract phrases we use HMM alignments along
tion 3. Using this model, we can find the low- With higher quality alignments from a supervised

est cost permutatio!(7®|w*, a) using the Lin- aligner (McCarley et al., 2011). We report _results
Kernighan heuristic as described in Section 30n the (four reference) NIST MT-08 evaluation set

This model allows us to combine features fromin Table 4 for the News and Web conditions. The
the original reordering model along with informa- News and Web conditions each contain roughly
tion coming from the alignments to find source re-20K words in the test set, with the Web condition
orderings given a parallel corpus and alignments¢ontaining more informal text from the web.

We will see in the experimental section that this
improves upon the simple heuristic for deriving re-6
orderings described in Section 3.

Results and Discussions

We now discuss the results of our experiments.

5 Experimental setup Need for additional data: We first show the need
for additional data in Urdu-English reordering.
In this section we describe the experimental setuolumn 2 of Table 1 shows mBLEU as a function
that we used to evaluate the models proposed iof the number of sentences with manual word
this paper. All experiments were done on Urdu-alignments that are used to train the reordering
English and we evaluate reordering in two ways:model. We see a roughly 3 mBLEU points drop
Firstly, we evaluate reordering performance di-in performance per halving of data indicating a
rectly by comparing the reordered source sentencgotential for improvement by adding more data.
in Urdu with a reference reordering obtained from
the manual word alignments using BLEU (Pap-

ineni et al., 2002) (we call this measure monolln-for all words (Column 2 of Table 1) with a model
gual BLEU or mBLEU). All mBLEU results are . . .
trained using lexical features only for the 1000

reported on a small test set of about 400 sentences
porte . most frequent words (Column 3 of Table 1). The
set aside from our set of sentences with manual . .. L .
. L motivation for this is to explore if a good model
word alignments. Additionally, we evaluate the ef- :
can be learned even from a small amount of data if

fect of reordering on our final systems for machine . .
. . we restrict the number of features in a reasonable
translation measured using BLEU.

anner. However, we see that even with only
We use about' 10K senten(_:es (180K words) 9% 4K sentences with manual word alignments our
manual word alignments which were created in

. L model benefits from lexical identities of more
house using part of the NIST MT-08 training data than the 1000 most frequent words.

to train our baseline reordering model and to train
our supervised machine aligners. We use a paralldtffect of quality of machine alignments. We
corpus of 3.9M words consisting of 1.7M words next look at the use of automatically generated
from the NIST MT-08 training data set and 2.2M ——7—

. http://centralasiaonline.com
words extracted from parallel news stories on the sy, that the same window size of +/-4 words was used

- for all the systemsi.e, the baseline system as well as the
Shttp://www.ldc.upenn.edu systems using different preordering techniques.

Using fewer features. We compare the perfor-
mance of a model trained using lexical features
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Data size| All features | Frequent lex only the following numbers :
10K 525 50.8 ) e .
5K 496 49.0 1. Base correction model: This is the baseline

2.5K 46.6 46.2 where we use the correction model of McCar-
ley et al. (2011) for generating word alignments.

Table. L ml'BLEU. scores for Urdu to English re- The f-Measure of this aligner is 78.1% (see row
ordering using different number of sentences of

: . : 1, column 2). Corresponding to this, we also re-
manually word aligned training data with all fea- ) P g

¢ d with lexical feat stantiated only f port the baseline for our reordering experiments
ures and with fexical features instantiated only 1%, yhe third column. Here, we first generate word
the 1000 most frequent words.

alignments forU using the aligner of McCarley et
al. (2011) and then extract reference reorderings
machine alignments to train the reordering modefrom these alignments. We then combine these
and see the effect of aligner quality on the re-reference reorderings with the reference reorder-
ordering model generated using this data. Thesiags derived fromH and use this combined data to
experiments also form the baseline for the modtrain a reordering model which serves as the base-
els we propose in this paper to clean up aligniine (mBLEU = 55.1).

ments. We experimented with two different super-2, Correction model, C(w|a): Here, once again
vised aligners : a maximum entropy aligner (Itty-we generate alignments fdf using the correc-
cheriah and Roukos, 2005) and an improved cortion model of McCarley et al. (2011). However,
rection model that corrects the maximum entropyinstead of using the basic approach of extracting

alignments (McCarley et al., 2011). reference reorderings, we use our improved model
Aligner i Sz T BLED C(w|a) to generate refergnce reorderlngs frUm_
Type fMeasure| (words) These reference reorderings are again combined
None - 355 with the reference reorderings derived frégfmand
Manual 180K 52.5 ; ; —
MaxEnt 20.0 3.0M 295 used to train a reordering modeI.(mBLEU = 56.4).
Correction modell  78.1 3.9M 55.1 3. P(a|m), C(m|a): Here, we build the entire se-

qguence of models shown in Figure 2. The align-
Table 2: mBLEU scores for Urdu to English re- jent modelP(a|r) is firstimproved by using pre-
ordering using models trained on different datgjctions from the reordering model. These im-
sources and tested on a development set of 801foyed alignments are then used to extract better

Urdu tokens. reference reorderings froBi usingC(r|a).

Table 2 shows mBLEU scores when the re- We see substantial improvements over simply
ordering model is trained on reordering referencegdd'ng in the data from the machlne alignments.
created from aligners with different quality. We Improvement§ come roughly in egua! parts f“’”_"
see that the quality of the alignments matter &h‘? two techniques we proposed in this paper - 0
great deal to the reordering model: using MaxEntSing a model to generate reference reorderings

alignments cause a degradation in performancffarom noisy al!gnments;ndlgu) using reordering in-
over just using a small set of manual word align-'0rmation to improve the aligner.

ments. The alignments obtained using the aligner Method fMeasure | mBLEU
of McCarley et al. (2011) are of much better Base Correction model 78.1 55.1

lity and hen ive higher reorderin rfor- | Correction modelC (m|a) 78.1 56.4
quality and hence give higher reordering perfo Plalm), Clxla) 807 A

mance. Note that this reordering performance
is much better than that obtained using manuafable 3: mBLEU with different methods to gener-
word alignments because the size of machinete reordering model training data from a machine
alignments is much larger (3.9M v/s 180K words).aligned parallel corpus in addition to manual word

Improvements in reordering performance us- alignments.

ing the proposed models. Table 3 shows im- Improvements in MT performance using the
provements in the reordering model when usingoroposed models. We report results for a phrase
the models proposed in this paper. We is® re-  based system with different preordering tech-
fer to the manually word aligned data abido re-  niques. For results including a reordering model,
fer to the additional sentence pairs for which manwe simply reorder the source side Urdu data both
ual word alignments are not available. We reportwhile training and at test time. In addition to
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phrase based systems with different preorderingource or target language parser and retain the ef-
methods, we also report on a hierarchical phraséciency of preordering models were proposed in
based system for which we used Joshua 4.0 (GarfTromble and Eisner, 2009; DeNero and Uszko-
itkevitch et al., 2012). We see a significant gain ofreit, 2011; Visweswariah et al., 2011; Neubig
1.8 BLEU points in machine translation by going et al.,, 2012). (DeNero and Uszkoreit, 2011;
beyond manual word alignments using the best reVisweswariah et al., 2011; Neubig et al., 2012) fo-
ordering model reported in Table 3. We also note a&us on the use of manual word alignments to learn
gain of 2.0 BLEU points over a hierarchical phrasepreordering models and in both cases no benefit
based system. was obtained by using the parallel corpus in ad-
dition to manual word alignments. Our work is
System type WebMT,;IOe%VZ"a' T an extension of Visweswariah et al. (2011) and
Baseline (no preordering) 184 256 | 222 | we focus on being able to incorporate relatively

Hierarchical phrase based | 19.6 | 30.7 | 25.4 | noisy machine alignments to improve the reorder-
Reordering: Manual alignments | 20.7 | 30.0 | 25.6 ing model

+ Machine alignments simple | 21.3 | 30.9 | 26.4 o ] )
+ machine alignments, model bas¢22.1 | 322 | 27.4 In addition to being related to work in reorder-

] . ing, our work is also more broadly related to sev-
Table 4: MT performance without preordering eral other efforts which we now outline. Seti-

(phrase based and hierarchical phrase based), ., et 4. (2010) proposed the use of function
and with reordering models using different dataWorcl reordering to improve alignments. While
sources (phrase based). this work is similar to one of our models (model
of alignments given reordering) we differ in us-
7 Reated work ing a reordering model of all words (not just func-
tion words) and both source and target sentences
Dealing with the problem of handling word order (not just the source sentence). The task of directly
differences in machine translation has recently rtearning a reordering model for language pairs that
ceived much attention. The approaches proposegye very different is closely related to the task of
for solving this problem can be broadly divided parsing and hence work on semi-supervised pars-
into 3 sets as discussed below. ing (Koo et al., 2008; McClosky et al., 2006;
The first set of approaches handle the reordersyzyki et al., 2009) is broadly related to our work.
ing problem as part of the decoding process. Hieroyr work coupling reordering and alignments is
archical models (Chiang, 2007) and syntax baseg|so similar in spirit to approaches where parsing

models (Yamada and Knight, 2002; Galley etang alignment are coupled (Wu, 1997).
al., 2006; Liu et al., 2006; Zollmann and Venu-

gopal, 2006) improve upon the simpler phraseg Conclusion
based models but with significant additional com-
putational cost (compared with phrase based sydn the paper we showed that a reordering model
tems) due to the inclusion of chart based parsing ican benefit from data beyond a relatively small
the decoding process. Syntax based models alsmrpus of manual word alignments. We proposed
require a high quality source or target languagea model that scores reorderings given alignments
parser. and the source sentence that we use to gener-
The second set of approaches rely on a sourcate cleaner training data from noisy alignments.
language parser and treat reordering as a separafée also proposed a model that scores alignments
process that is applied on the source language segiven source and target sentence reorderings that
tence at training and test time before using a stanmproves a supervised alignment model by 2.6
dard approach to machine translation. Preorderingoints in f-Measure. While the improvement in
the source data with hand written or automaticallyalignment performance is modest, the improve-
learned rules is effective and efficient (Collins ment does result in improved reordering models.
et al., 2005; Wang et al., 2007; Ramanathan eCumulatively, we see a gain of 1.8 BLEU points
al., 2009; Xia and McCord, 2004; Genzel, 2010;over a baseline reordering model that only uses
Visweswariah et al., 2010) but requires a sourcenanual word alignments, a gain of 2.0 BLEU
language parser. points over a hierarchical phrase based system,
Recent approaches that avoid the need for and a gain of 5.2 BLEU points over a phrase based
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system that uses no source preordering on a pul®mitriy Genzel. 2010. Automatically learning source-
licly available Urdu-English test set. side reordering rules for large scale machine transla-

As future work we would like to evaluate our ~ ton- In Proceedings of the 23rd International Con-
. ference on Computational Linguistics.

models on other language pairs. Another avenue
of future work we would like to explore is the use Sarmad Hussain. 2008. Resources for Urdu language
of monolingual source and target data to further Processing. IrProceedings of the 6th Workshop on
assist the reordering model. We hope to be able to Asian Language Resources, | JCNLFP"08.
learn lexical information such as how many argu-Abraham Ittycheriah and Salim Roukos. 2005. A max-
ments a verb takes, what nouns are potential sub- imum entropy word aligner for Arabic-English ma-

: : : L chine translation. IfProceedings of HLT/EMNLP,
jects for a given verb by gathering statistics from HLT '05, pages 89-96, Stroudsburg, PA, USA. As-

an English parser and projecting to the source lan- sociation for Computational Linguistics.

guage via our word/phrase translation table.

Philipp Koehn, Franz Josef Och, and Daniel Marcu.
2003. Statistical phrase-based translation Pio-
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