1

Consistent Translation using Discriminative Learning:
A Translation Memory-inspired Approach *

Yanjun Ma® Yifan He?

Andy Way*

Josef van Genabith

f Baidu Inc., Beijing, China
yma@baidu.com
ICentre for Next Generation Localisation
School of Computing, Dublin City University

{yhe,away,josef

Abstract

We present a discriminative learning method
to improve the consistency of translations in
phrase-based Statistical Machine Translation
(SMT) systems. Our method is inspired by
Translation Memory (TM) systems which are
widely used by human translators in industrial
settings. We constrain the translation of an in-
put sentence using the most similar ‘transla-
tion example’ retrieved from the TM. Differ-
ently from previous research which used sim-
ple fuzzy match thresholds, these constraints
are imposed using discriminative learning to
optimise the translation performance. We ob-
serve that using this method can benefit the
SMT system by not only producing consis-
tent translations, but also improved translation
outputs. We report a 0.9 point improvement
in terms of BLEU score on English—Chinese
technical documents.

Introduction

}@computing.dcu.ie

In phrase-based SMT, translation models and lan-
guage models are automatically learned and/or gen-
eralised from the training data, and a translation is
produced by maximising a weighted combination of
these models. Given that global contextual informa-
tion is not normally incorporated, and that training
data is usually noisy in nature, there is no guaran-
tee that an SMT system can produce translations in
a consistent manner.

On the other hand, TM systems — widely used by
translators in industrial environments for enterprise
localisation by translators — can shed some light on
mitigating this limitation. TM systems can assist
translators by retrieving and displaying previously
translated similar ‘example’ sentences (displayed as
source-target pairs, widely called ‘fuzzy matches’ in
the localisation industry (Sikes, 2007)). In TM sys-
tems, fuzzy matches are retrieved by calculating the
similarity or the so-called ‘fuzzy match score’ (rang-
ing from O to 1 with O indicating no matches and 1
indicating a full match) between the input sentence
and sentences in the source side of the translation

Translation consistency is an important factoflnemory.

for large-scale translation, especially for domain- When presented with fuzzy matches, translators
specific translations in an industrial environmentcan then avail of useful chunks in previous transla-
For example, in the translation of technical docutions while composing the translation of a new sen-
ments, lexical as well as structural consistency is esence. Most translators only consider a few sen-
sential to produce a fluent target-language sentendences that are most similar to the current input sen-
Moreover, even in the case of translation errors, cortence; this process can inherently improve the con-
sistency in the errors (e.g. repetitive error patternsjistency of translation, given that the new transla-
are easier to diagnose and subsequently correct tigns produced by translators are likely to be similar
translators. to the target side of the fuzzy match they have con-
sulted.

*This work was done while the first author was in the Cen-~ _ _ _ o
tre for Next Generation Localisation at Dublin City Univitys Previous research as discussed in detail in Sec-
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tion 2 has focused on using fuzzy match score amportantly, albeit not explicitly spelled out in pre-
a threshold when using the target side of the fuzzyious work, this method can potentially increase the
matches to constrain the translation of the inputonsistency of translation, as the translation of new
sentence. In our approach, we use a more fin@put sentences is closely informed and guided (or
grained discriminative learning method to determineonstrained) by previously translated sentences.
whether the target side of the fuzzy matches should There are several different ways of using the
be used as a constraint in translating the input setranslation information derived from fuzzy matches,
tence. We demonstrate that our method can consisith the following two being the most widely
tently improve translation quality. adopted: 1) to add these translations into a phrase
The rest of the paper is organized as followstable as in (Bicici and Dymetman, 2008; Simard and
we begin by briefly introducing related research insabelle, 2009), or 2) to mark up the input sentence
Section 2. We present our discriminative learningising the relevant chunk translations in the fuzzy
method for consistent translation in Section 3 andhatch, and to use an MT system to translate the parts
our feature design in Section 4. We report the expethat are not marked up, as in (Smith and Clark, 2009;
imental results in Section 5 and conclude the papé&oehn and Senellart, 2010; Zhechev and van Gen-
and point out avenues for future research in Secticabith, 2010). It is worth mentioning that translation

6. consistency was not explicitly regarded as their pri-
mary motivation in this previous work. Our research
2 Related Research follows the direction of the second strand given that

consistency can no longer be guaranteed by con-

Despite the fact that TM and MT integration hasstructing another phrase table.
long existed as a major challenge in the localisation However, to categorically reuse the translations
industry, it has only recently received attention inof matched chunks without any differentiation could
main-stream MT research. One can loosely combingenerate inferior translations given the fact that the
TM and MT at sentence (called segments in TMsgontext of these matched chunks in the input sen-
level by choosing one of them (or both) to recomtence could be completely different from the source
mend to the translators using automatic classifieide of the fuzzy match. To address this problem,
(He etal., 2010), or simply using fuzzy match scorgoth (Koehn and Senellart, 2010) and (Zhechev and
or MT confidence measures (Specia et al., 2009). van Genabith, 2010) used fuzzy match score as a

One can also tightly integrate TM with MT at thethreshold to determine whether to reuse the transla-
sub-sentence level. The basic idea is as followsions of the matched chunks. For example, (Koehn
given a source sentence to translate, we firstly usgd Senellart, 2010) showed that reusing these trans-
a TM system to retrieve the most similar ‘example’ations as large rules in a hierarchical system (Chi-
source sentences together with their translations. dhg, 2005) can be beneficial when the fuzzy match
matched chunks between input sentence and fuzggore is above 70%, while (Zhechev and van Gen-
matches can be detected, we can directly re-use thbith, 2010) reported that it is only beneficial to a
corresponding parts of the translation in the fuzzphrase-based system when the fuzzy match score is
matches, and use an MT system to translate the reébove 90%.
maining chunks. Despite being an informative measure, using

As a matter of fact, implementing this idea isfuzzy match score as a threshold has a number of
pretty straightforward: a TM system can easily delimitations. Given the fact that fuzzy match score
tect the word alignment between the input sentends normally calculated based on Edit Distance (Lev-
and the source side of the fuzzy match by retracingnshtein, 1966), a low score does not necessarily
the paths used in calculating the fuzzy match scorémply that the fuzzy match is harmful when used
To obtain the translation for the matched chunks, w constrain an input sentence. For example, in
just require the word alignment between source arldnger sentences where fuzzy match scores tend to
target TM matches, which can be addressed usirmg low, some chunks and the corresponding trans-
state-of-the-art word alignment techniques. Mor¢ations within the sentences can still be useful. On
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the other hand, a high score cannot fully guarantea (1):
the usefulness of a particular translation. We address

l
this problem using discriminative learning. m}% }WTW+ OZ&
w,b, P (1)
3 Constrained Translation with st y(Wip(x)+b)=1-6&
Discriminative Learning & =20

where(x;,y;) € R" x {+1, -1} arel training in-
stances that are mapped by the functico a higher
Given a sentence to translate, we retrieve the mostdimensional spacew is the weight vector¢ is the
similar sentence’ from the translation memory as- relaxation variable an@ > 0 is the penalty param-
sociated with target translatiofi. The m com- eter.

mon “phrases’e]” betweene ande’ can be iden-  Solving SVMs is viable using a kernel function
tified. Given the word alignment information be-K in (1) with K (x;,x;) = ®(x;)" ®(x;). We per-
tweene’ and f’, one can easily obtain the Corre_f_orm our experiments_, with the Radial Basis Func-
sponding translationf;" for each of the phrases in tion (RBF) kernel, as in (2):

e". This process can derive a number of “phrase
pairs” < e, f’,, >, which can be used to specify
the translations of the matched phrases in the inpufvhen using SVMs with the RBF kernel, we have
sentence. The remaining words without specifietivo free parameters to tune on: the cost parameter
translations will be translated by an MT system. (' in (1) and the radius parametgiin (2).

3.1 Formulation of the Problem

K (xi,%;) = exp(—y|[x; = %;|[*),y >0 (2)

For example, given an input sentenege; - - - In each of our experimental settings, the param-
eieir1---er, and a phrase paik e, f >, e = etersC and~y are optimised by a brute-force grid
eieirt, [ = fj’. fj/. . derived from the fuzzy match, search. The classification result of each set of pa-
we can mark up the input sentence as: rameters is evaluated by cross validation on the

e1eg -+ <tM="fIf1 "> ejejpy < /tm>---ey. training set. 3 . .
Our method to constrain the translations using 'he SVM classifier will thus be able to predict
TM fuzzy matches is similar to (Koehn and Senelt"€ Usefulness of the TM fuzzy match, and deter-
lart, 2010), except that the word alignment betweefine Whether the input sentence should be marked
¢’ andf’ is the intersection of bidirectional GIZA++ UP Using relevant phrase pairs derived from the fuzzy
(Och and Ney, 2003) posterior alignments. We us@"’_‘tCh before ser_u_jlng it to the SMT system for trans-
the intersected word alignment to minimise the noistion. The classifier uses features such as the fuzzy
introduced by word alignment of only one directionmatch score, the phrase and lexical translation prob-

in marking up the input sentence. abilities of these relevant phrase pairs, and addi-
tional syntactic dependency features. Ideally the
3.2 Discriminative Learning classifier will decide to mark up the input sentence

o . if the translations of the marked phrases are accurate
Whether the translation information from the fuzzyyhen taken contextual information into account. As

matches should be used or not (i.e. whether the inpigrge-scale manually annotated data is not available
sentence should be marked up) is determined USifg this task, we use automatic TER scores (Snover

a discriminative learning procedure. The translatiogt g, 2006) as the measure for training data annota-
information refers to the “phrase pairs” derived Ustjgn .

ing the method described in Section 3.1. We cast \We label the training examples as in (3):
this problem as a binary classification problem.

+1 if TER(w. markup < TER(w/o markup
3.2.1 Support Vector Machines Y7 21 TER(w/o markup > T ER(w. markup
SVMs (Cortes and Vapnik, 1995) are binary classi- ®3)
fiers that classify an input instance based on decisiofrach instance is associated with a set of features
rules which minimise the regularised error functionwhich are discussed in more detail in Section 4.
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3.2.2 Classification Confidence Estimation wheree is the sentence to translate, asnds the

We use the techniques proposed by (Platt, 1999) ag@urce side of an entry in the TM. For fuzzy match
improved by (Lin et al., 2007) to convert classifica-SCOrest’, hs,,, roughly corresponds to— F'.

tion margin to posterior probability, so that we can

easily threshold our classifier (cf. Section 5.4.2). 4.2 Translation Features

Platt's method estimates the posterior probabilityye yse four features related to translation probabil-
with a sigmoid function, as in (4): ities, i.e. the phrase translation and lexical probabil-
_ ~ — 1 ities for the phrase pairs é,,, f/,, > derived us-
Priv=1p~Pas(f) =13 exp(Af + B) ‘ ing the method in Section 3.1. Specifically, we use
wheref = f(x) is the decision function of the esti- the phrase translation probabilitiegf’,,|é,,) and
mated SVM. A and B are parameters that minimisg(e,,|f,,), as well as the lexical translation prob-
the cross-entropy error functiof on the training  abilities p. (f,,€m) and prez(ém|f',,) as calcu-
data, as in (5): lated in (Koehn et al., 2003). In cases where mul-
! tiple phrase pairs are used to mark up one single
Jnin F(z) = =D _(tilog(pi) + (1 = t:)log(1 =), input sentences, we use a unified score for each
=t Nit1 of the four features, which is an average over the
wherep; = P4 g(f;),andt; = {Nf? M corresponding feature in each phrase pair. The intu-
vz yi=—1 ition behind these features is as follows: phrase pairs
(5) < Em, f’m > derived from the fuzzy match should

where z = (4,B) is a parameter setting, a.“.]dalso be reliable with respect to statistically produced
N, and N_ are the numbers of observed positive

: . models.
and negative examples, respectively, for the lapel We also have a count feature. i.e. the number of
These numbers are obtained using an internal cross- o
validation on the training set phrases used to mark up the input sentence, and a
' binary feature, i.e. whether the phrase table contains
4 Feature Set at least one phrase pair e,,, f’,, > that is used to

) L mark up the input sentence.
The features used to train the discriminative classi-

fier, all on the sentence level, are described in thg3 pependency Features
following sections.

Given the phrase pairs é,,, f’,, > derived from
4.1 The TM Feature the fuzzy match, and used to translate the corre-

The TM feature is the fuzzy match score, which insponding chunks of the input sentence (cf. Sec-
dicates the overall similarity between the input sention 3.1), these translations are more likely to be co-
tence and the source side of the TM output. If théerent in the context of the particular input sentence
input sentence is similar to the source side of th#é the matched parts on the input side are syntacti-
matching segment, it is more likely that the matchcally and semantically related.
ing segment can be used to mark up the input sen-For matched phrases,, between the input sen-
tence. tence and the source side of the fuzzy match, we de-
The calculation of the fuzzy match score itself ifine the contextual information of the input side us-
one of the core technologies in TM systems, anghg dependency relations between worgsin é,,
varies among different vendors. We compute fuzzy,q the remaining words; in the input sentence.

match cost as the minimum Edit Distance (Leven- .
shtein, 1966) between the source and TM entry, nor- We use the Stanford parser to obtain the depen-

malised by the length of the source as in (6), adency structure of the input sentence. We add
most of the current implementations are based ch Pseudo-label ¥_PUNCT to punctuation marks,
edit distance while allowing some additional flexi-whose governor and dependent are both the punc-

ble matching. tuation mark. The dependency features designed to
EditDistance(e,s) capture the context of the matched input phrases
hfm(e) = min : ()  are as follows:
s Len(e) :
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Coverage featuresmeasure the coverage of de- Train Develop  Test
pendency labels on the input sentence in order to SENTENCES 86-6022 762 2943
obtain a bigger picture of the matched parts in the ENG. TOKENS 1,148,126 13,955 0,786

. . . ENG. vocC. 13,074 3,212 3,115

input. For each dependency lalhiglwe consider its CHI. TOKENS 1171322 10791 16375

head or modifier asoveredif the corresponding in- CHI. VOC. 12,823 3,212 1431

put word e, is covered by a matched phragg.

Our coverage features are the frequencies of gov- Table 1: Corpus Statistics

ernor and dependent coverage calculated separately

for each dependency label. (S(;:%rei ) Segtgnces 1‘2’;&‘15 - (\;\;/580
Position featuresidentify whether the head and (0.8,0.9] 96 1430 14.8958

the tail of a sentence are matched, as these are the (0.7, 0.8] 110 1596  14.5091

cases in which the matched translation is not af- ggg 8'2} 17:4 igﬁ ﬁiigg

fected by the preceding qurds (Whgn it is f[he head) (0, 0.5] 479 8972 18.7307

or following words (when it is the tail), and is there-

fore more reliable. The feature is set to 1 if this hapTable 2: Composition of test subsets based on fuzzy

pens, and to O otherwise. We distinguish among tHgatch scores

possible dependency labels, the head or the tail of

the sentence, and whether the aligned word is theaining and validation is on the same training sen-

governor or the dependent. As a result, each pefence$ as the SMT system with-fold cross valida-

mutation of these possibilities constitutes a distingjon.

binary feature. The SVM hyper-parameters are tuned using the

The consistency featurds a single feature which _tralr?lng F’ata of the first fOId, in thé-fold cross vaI-' _
idation via a brute force grid search. More specifi-

determines whether matched phrasgsbelong to v, f e in (1 hinth
a consistent dependency structure, instead of beiﬁ§5y’ ?; parametet; In (1), we search in © fange
[27°, 2], while for parametet (2) we search in the

distributed discontinuously around in the input sen 15 o3 .
rggge[Q ,2°]. The step size is 2 on the exponent.

tence. We assume that a consistent structure is le R\ q q ! ) dard |
influenced by its surrounding context. We set this € conducted experiments using a standard log-

feature to 1 if every word i@, is dependent on an- linear PIZ'SIMT model: (?AIH |mr|c])Iemdentat|on of
other word ine,,,, and to O otherwise. IBM wqr alignment model 4 (Oc _an Ney,- 2903)’
the refinement and phrase-extraction heuristics de-

5 Experiments scribed in (Koehn et al., 2003), minimum-error-
_ rate training (Och, 2003), a 5-gram language model
5.1 Experimental Setup with Kneser-Ney smoothing (Kneser and Ney, 1995)

Our data set is an English—Chinese translation merffained with SRILM (Stolcke, 2002) on the Chinese
ory with technical translation from Symantec, conside of the training data, and Moses (Koehn et al.,
sisting of 87K sentence pairs. The average sentend807) which is capable of handling user-specified
length of the English training set is 13.3 words andranslations for some portions of the input during de-
the size of the training set is comparable to the larg&oding. The maximum phrase length is set to 7.
TMs used in the industry. Detailed corpus statistics .
about the training, development and test sets for te2 Evaluation
SMT system are shown in Table 1. The performance of the phrase-based SMT system
The composition of test subsets based on fuzzg measured by BLEU score (Papineni et al., 2002)
match scores is shown in Table 2. We can see thahd TER (Snover et al., 2006). Significance test-
Ser-]t-ences n the tes_t sets are I_onger t-h?'n those in We have around 87K sentence pairs in our training data.
training data, implying a relatively difficult trans- However, for 67.5% of the input sentences, our MT system pro-

lation task. We train the SVM classifier using thegyces the same translation irrespective of whether the sgn:
libSVM (Chang and Lin, 2001) toolkit. The SVM- tence is marked up or not.
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ing is carried out using approximate randomisation TER BLEU

(Noreen, 1989) with a 95% confidence level. BASELINE 39.82  45.80

We also measure the quality of the classification MARKUP 41.62 4441
by precision and recall. Leti be the set of pre- MARKUP-DL  39.61 46.46
dicted markup input sentences, afibe the set ORACLE 37.27  48.32

of input sentences where the markup version has
lower TER score than the plain version. We stan-
dardly define precisio® and recallR as in (7):

E%’able 3: Performance of Discriminative Learning (%)

_1ANBl

p . |AN B put sentences using phrase pairs derived from fuzzy

A ~ B (") matches. This is reflected by an absolute 1.4 point
drop in BLEU score and a 1.8 pointincrease in TER.
On the other hand, both the oracle BLEU and TER

5.3 Cross-fold translation scores represent as much as a 2.5 point improve-

In order to obtain training samples for the classifiefment over the baseline. Our discriminative learning
we need to label each sentence in the SMT training€thod (MARKUP-DL), which automatically clas-
data as to whether marking up the sentence can p,g'ties whether an input sentence should be marked
duce better translations. To achieve this, we translat¥: leads to an increase of 0.7 absolute BLEU points
both the marked-up versions and plain versions ¢Ver the B\SELINE, which is statistically signifi-
the sentence and compare the two translations usifgnt: We also observe a slight decrease in TER com-
the sentence-level evaluation metric TER. pared to the BSELINE. Despite there being much
We do not make use of additional training data t600M for further improvement when compared to the
translate the sentences for SMT training, but insteddracle score, the discriminative learning method ap-
use cross-fold translation. We create a new trainingears to be effective not only in maintaining transla-
corpusT by keeping 95% of the sentences in thdion consistency, but also a statistically significant
original training corpus, and creating a new test cofmMprovement in translation quality.
pus H by using the remaining 5% of the sentences. o _ _
Using this scheme we make 20 different pairs of cor-4.2 Classification Confidence Thresholding
pora(T;, H;) in such a way that each sentence fronTo further analyse our discriminative learning ap-
the original training corpus is in exactly ori#; for  proach, we report the classification results on the test
somel < i < 20. We train 20 different systems set using the SVM classifier. We also investigate the
using eachl;, and use each system to translate thgse of classification confidence, as described in Sec-
correspondingd; as well as the marked-up versiontion 3.2.2, as a threshold to boost classification pre-
of H; using the procedure described in Section 3.%ision if required. Table 4 shows the classification
The development set is kept the same for all systemgnd translation results when we use different con-
fidence thresholds. The default classification con-
fidence is 0.50, and the corresponding translation
5.4.1 Translation Results results were described in Section 5.4.1. We inves-
Table 3 contains the translation results of the SMTigate the impact of increasing classification confi-
system when we use discriminative learning to marlence on the performance of the classifier and the
up the input sentence (MRKupP-DL). The first row translation results. As can be seen from Table 4,
(BASELINE) is the result of translating plain testincreasing the classification confidence up to 0.70
sets without any markup, while the second row i¢eads to a steady increase in classification precision
the result when all the test sentences are markedth a corresponding sacrifice in recall. The fluc-
up. We also report the oracle scores, i.e. the upuation in classification performance has an impact
perbound of using our discriminative learning apon the translation results as measured by BLEU and
proach. As we can see from this table, we obtain siFER. We can see that the best BLEU as well as TER
nificantly inferior results compared to the the Basescores are achieved when we set the classification
line system if we categorically mark up all the in-confidence to 0.60, representing a modest improve-

5.4 Experimental Results
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Classification Confidence
050 055 060 065 070 0.75 0.80
BLEU 46.46 46.65 46.69 46.59 46.34 46.06 46.00
TER 39.61 39.46 39.32 39.36 39.52 39.71 39.71
P 60.00 68.67 70.3174.47 72.97 64.28 88.89
R 32.14 29.08 22.9617.86 13.78 9.18 4.08

Table 4: The impact of classification confidence threshgldin

ment over the default setting (0.50). Despite théon 2, namely that fuzzy match score is not informa-

higher precision when the confidence is set to 0.7ive enough to determine the usefulness of the sub-

the dramatic decrease in recall cannot be compesentences in a fuzzy match, and that a more compre-

sated for by the increase in precision. hensive set of features, as we have explored in this
We can also observe from Table 4 that the recaflaper, is essential for the discriminative learning-

is quite low across the board, and the classificatiobased method to work.

results become unstable when we further increase

the level of confidence to above 0.70. This indicates FM Scores w. markup _w/o markup

the degree of difficulty of this classification task, and Eggg] 6] %’_254 652'_?:23
suggests some directions for future research as dis- (0.6,0.7] 40.94 59.06
cussed at the end of this paper. (0.7,0.8] 46.67 53.33

_ _ _ (0.8,0.9] 54.28 45.72
5.4.3 Comparison with Previous Work (0.9,1.0] 44.14 55.86

. able 6: Percentage of training sentences with markup
lart, 2010) and (Zhechev and var.1 Genabith, 201_ s without markup grouped by fuzzy match (FM) score
used fuzzy match score to determine whether the iR, geg

put sentences should be marked up. The input sen-
tences are only marked up when the fuzzy match To further validate our assumption, we analyse

score is above a certain threshold. We present the training sentences by grouping them accord-

results using this method in Table 5. From this tai-ng to their fuzzy match score ranges. For each

Fuzzy Match Scores group of sentences, we calculate the percentage of

050 0.60 070 080 0.90 sentences where markup (and respectively without

BLEU 45.13 4555 4558 4584 4582 Mmarkup) can produce better translations. The statis-
TER  40.99 40.62 40.56 40.29 40.07 tics are shown in Table 6. We can see that for sen-
tences with fuzzy match scores lower than 0.8, more
*Sentences can be better translated without markup.
For sentences where fuzzy match scores are within

ble, we can see an inferior performance compared {8 range(0.8,0.9], more sentences can be better
the BASELINE results (cf. Table 3) when the fuzzy translated Wlth.markup. However, within the range
match score is below 0.70. A modest gain can onl{0-9; 1.0], surprisingly, actually more sentences re-
be achieved when the fuzzy match score is aboWVe better translation without markup. This indi-
0.8. This is slightly different from the conclusionscates that fuzzy match score is not a good measure to
drawn in (Koehn and Senellart, 2010), where gaingredlct whether fuzzy matches are beneficial when
are observed when the fuzzy match score is abowsed to constrain the translation of an input sentence.
0.7, and in (Zhechev and van Genabith, 2010) where I

gains are only observed when the score is above 0%5 Contribution of Features

Comparing Table 5 with Table 4, we can see thaiVe also investigated the contribution of our differ-
our classification method is more effective. Thisent feature sets. We are especially interested in
confirms our argument in the last paragraph of Set¢he contribution of dependency features, as they re-

As discussed in Section 2, both (Koehn and Sen«%—

Table 5: Performance using fuzzy match score for clas
fication
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Example 1
w/o markup  after policy name , type the name of the policy fdves new host integrity
policy by default) .
Translation & “ Rwb” LR GE®@ . #XN KRS8 LR (LR 7 H < #H I 2EHR

Rk KK )
w. markup  after policy namettm translation="4 4ZEX &w& & (KK 25 < #
AL ZHEM K 2 ) . ">, type the name of the policy (it shows new host

integrity policy by default )< /tm>
Translation & “ X% > LR GE@ . #X RS LHF (KA EF <3 IH ZEM K%~ )
Reference & “ k% &> @, 4N K% LA (KIAET < # E40 Z¥H K% > )
Example 2
w/o markup  changes apply only to the specific scan that yacsel
Translation & 2 Az &) T 452 424 69 A .
w. markup changes apply only to the specific scan that yoetseken translation="* " >.< /tm>
Translation #& &M T 18 k45 09 B 24 .
Reference &2 A AT 4 #i#F #x a4y .

flect whether translation consistency can be capturehis limitation by retrieving and reusing long phrase
using syntactic knowledge. The classification ang@airs on the fly. A similar idea, albeit from a dif-
ferent perspective, was explored by (Lopez, 2008),
TER BLEU P R where he proposed to construct a phrase table on the
T+'\S+TRAN5 40.57 4551 52.48 27.04 gy for each sentence to be translated. Differently
EP 39.61 46.46 6000 32.14 from his approach, our method directly translates
Table 7: Contribution of Features (%) part of the input sentence using fuzzy matches re-
trieved on the fly, with the rest of the sentence trans-
translation results using different features are rdated by the pre-trained MT system. We offer some
ported in Table 7. We observe a significant improvemore insights into the advantages of our method by
ment in both classification precision and recall byneans of a few examples.
adding dependency @) features on top of TM  Example 1 shows translation improvements by
and translation features. As a result, the translationsing long phrase pairs. Compared to the refer-
quality also significantly improves. This indicatesence translation, we can see that for the underlined
that dependency features which can capture strughrase, the translation without markup contains (i)
tural and semantic similarities are effective in gaugword ordering errors and (ii) a missing right quota-
ing the usefulness of the phrase pairs derived froition mark. In Example 2, by specifying the transla-
the fuzzy matches. Note also that without includindion of the final punctuation mark, the system cor-
the dependency features, our discriminative learninggctly translates the relative clause ‘that you select’.
method cannot outperform theABELINE (cf. Ta- The translation of this relative clause is missing

ble 3) in terms of translation quality. when translating the input without markup. This
improvement can be partly attributed to the reduc-
5.6 Improved Translations tion in search errors by specifying the highly reliable

In order to pinpoint the sources of improvements bjfanslations for phrases in an input sentence.

marking up the_ input sentence, we performed SOME  ~,nclusions and Euture Work

manual analysis of the output. We observe that the

improvements can broadly be attributed to two rean this paper, we introduced a discriminative learn-

sons: 1) the use of long phrase pairs which are misgig method to tightly integrate fuzzy matches re-

ing inthe phrase table, and 2) deterministically usingrieved using translation memory technologies with
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