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Abstract

Paraphrase patterns are useful in paraphrase
recognition and generation. In this paper, we
present a pivot approach for extracting para-
phrase patterns from bilingual parallel cor-
pora, whereby the English paraphrase patterns
are extracted using the sentences in a for-
eign language as pivots. We propose a log-
linear model to compute the paraphrase likeli-
hood of two patterns and exploit feature func-
tions based on maximum likelihood estima-
tion (MLE) and lexical weighting (LW). Us-
ing the presented method, we extract over
1,000,000 pairs of paraphrase patterns from
2M bilingual sentence pairs, the precision
of which exceeds 67%. The evaluation re-
sults show that: (1) The pivot approach is
effective in extracting paraphrase patterns,
which significantly outperforms the conven-
tional method DIRT. Especially, the log-linear
model with the proposed feature functions
achieves high performance. (2) The coverage
of the extracted paraphrase patterns is high,
which is above 84%. (3) The extracted para-
phrase patterns can be classified into 5 types,
which are useful in various applications.

1 Introduction

Paraphrases are different expressions that convey
the same meaning. Paraphrases are important in
plenty of natural language processing (NLP) ap-
plications, such as question answering (QA) (Lin
and Pantel, 2001; Ravichandran and Hovy, 2002),
machine translation (MT) (Kauchak and Barzilay,
2006; Callison-Burch et al., 2006), multi-document
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summarization (McKeown et al., 2002), and natural
language generation (Iordanskaja et al., 1991).

Paraphrase patterns are sets of semantically
equivalent patterns, in which a pattern generally
contains two parts, i.e., the pattern words and slots.
For example, in the pattern “X solves Y, “solves” is
the pattern word, while “X” and “Y” are slots. One
can generate a text unit (phrase or sentence) by fill-
ing the pattern slots with specific words. Paraphrase
patterns are useful in both paraphrase recognition
and generation. In paraphrase recognition, if two
text units match a pair of paraphrase patterns and the
corresponding slot-fillers are identical, they can be
identified as paraphrases. In paraphrase generation,
a text unit that matches a pattern P can be rewritten
using the paraphrase patterns of P.

A variety of methods have been proposed on para-
phrase patterns extraction (Lin and Pantel, 2001;
Ravichandran and Hovy, 2002; Shinyama et al.,
2002; Barzilay and Lee, 2003; Ibrahim et al., 2003;
Pang et al., 2003; Szpektor et al., 2004). However,
these methods have some shortcomings. Especially,
the precisions of the paraphrase patterns extracted
with these methods are relatively low.

In this paper, we extract paraphrase patterns from
bilingual parallel corpora based on a pivot approach.
We assume that if two English patterns are aligned
with the same pattern in another language, they are
likely to be paraphrase patterns. This assumption
is an extension of the one presented in (Bannard
and Callison-Burch, 2005), which was used for de-
riving phrasal paraphrases from bilingual corpora.
Our method involves three steps: (1) corpus prepro-
cessing, including English monolingual dependency
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parsing and English-foreign language word align-
ment, (2) aligned patterns induction, which produces
English patterns along with the aligned pivot pat-
terns in the foreign language, (3) paraphrase pat-
terns extraction, in which paraphrase patterns are ex-
tracted based on a log-linear model.

Our contributions are as follows. Firstly, we are
the first to use a pivot approach to extract paraphrase
patterns from bilingual corpora, though similar
methods have been used for learning phrasal para-
phrases. Our experiments show that the pivot ap-
proach significantly outperforms conventional meth-
ods. Secondly, we propose a log-linear model for
computing the paraphrase likelihood. Besides, we
use feature functions based on maximum likeli-
hood estimation (MLE) and lexical weighting (LW),
which are effective in extracting paraphrase patterns.

Using the proposed approach, we extract over
1,000,000 pairs of paraphrase patterns from 2M
bilingual sentence pairs, the precision of which is
above 67%. Experimental results show that the pivot
approach evidently outperforms DIRT, a well known
method that extracts paraphrase patterns from mono-
lingual corpora (Lin and Pantel, 2001). Besides, the
log-linear model is more effective than the conven-
tional model presented in (Bannard and Callison-
Burch, 2005). In addition, the coverage of the ex-
tracted paraphrase patterns is high, which is above
84%. Further analysis shows that 5 types of para-
phrase patterns can be extracted with our method,
which can by used in multiple NLP applications.

The rest of this paper is structured as follows.
Section 2 reviews related work on paraphrase pat-
terns extraction. Section 3 presents our method in
detail. We evaluate the proposed method in Section
4, and finally conclude this paper in Section 5.

2 Related Work

Paraphrase patterns have been learned and used in
information extraction (IE) and answer extraction of
QA. For example, Lin and Pantel (2001) proposed a
method (DIRT), in which they obtained paraphrase
patterns from a parsed monolingual corpus based on
an extended distributional hypothesis, where if two
paths in dependency trees tend to occur in similar
contexts it is hypothesized that the meanings of the
paths are similar. The examples of obtained para-
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X solves Y
Y is solved by X
X finds a solution to Y

)]

born in <ANSWER> , <NAME>
<NAME> was born on <ANSWER> ,
<NAME> ( <ANSWER> -

2

ORGANIZATION decides ¢
ORGANIZATION confirms ¢

3)

Table 1: Examples of paraphrase patterns extracted with
the methods of Lin and Pantel (2001), Ravichandran and
Hovy (2002), and Shinyama et al. (2002).

phrase patterns are shown in Table 1 (1).

Based on the same hypothesis as above, some
methods extracted paraphrase patterns from the web.
For instance, Ravichandran and Hovy (2002) de-
fined a question taxonomy for their QA system.
They then used hand-crafted examples of each ques-
tion type as queries to retrieve paraphrase patterns
from the web. For instance, for the question type
“BIRTHDAY”, The paraphrase patterns produced by
their method can be seen in Table 1 (2).

Similar methods have also been used by Ibrahim
et al. (2003) and Szpektor et al. (2004). The main
disadvantage of the above methods is that the pre-
cisions of the learned paraphrase patterns are rela-
tively low. For instance, the precisions of the para-
phrase patterns reported in (Lin and Pantel, 2001),
(Ibrahim et al., 2003), and (Szpektor et al., 2004)
are lower than 50%. Ravichandran and Hovy (2002)
did not directly evaluate the precision of the para-
phrase patterns extracted using their method. How-
ever, the performance of their method is dependent
on the hand-crafted queries for web mining.

Shinyama et al. (2002) presented a method that
extracted paraphrase patterns from multiple news ar-
ticles about the same event. Their method was based
on the assumption that NEs are preserved across
paraphrases. Thus the method acquired paraphrase
patterns from sentence pairs that share comparable
NEs. Some examples can be seen in Table 1 (3).

The disadvantage of this method is that it greatly
relies on the number of NEs in sentences. The preci-
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Figure 1: Examples of paraphrase patterns extracted by
Barzilay and Lee (2003) and Pang et al. (2003).

sion of the extracted patterns may sharply decrease
if the sentences do not contain enough NEs.
Barzilay and Lee (2003) applied multi-sequence
alignment (MSA) to parallel news sentences and in-
duced paraphrase patterns for generating new sen-
tences (Figure 1 (1)). Pang et al. (2003) built finite
state automata (FSA) from semantically equivalent
translation sets based on syntactic alignment. The
learned FSAs could be used in paraphrase represen-
tation and generation (Figure 1 (2)). Obviously, it
is difficult for a sentence to match such complicated
patterns, especially if the sentence is not from the
same domain in which the patterns are extracted.
Bannard and Callison-Burch (2005) first ex-
ploited bilingual corpora for phrasal paraphrase ex-
traction. They assumed that if two English phrases
e1 and ey are aligned with the same phrase c in
another language, these two phrases may be para-
phrases. Specifically, they computed the paraphrase
probability in terms of the translation probabilities:

plealer) = > pure(clen)parre(esle) (1)

[

In Equation (1), pprre(cler) and paspe(esc) are
the probabilities of translating e; to ¢ and c to eg,
which are computed based on MLE:

count(c,eq)

pmre(cler) = 5 2)

o count(c, er)
where count(c,e;) is the frequency count that
phrases ¢ and e; are aligned in the corpus.
pyvLE(ez2)c) is computed in the same way.

This method proved effective in extracting high
quality phrasal paraphrases. As a result, we extend
it to paraphrase pattern extraction in this paper.
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Te take STe(take)
should N
demand into
/N / N
We firg take market consideration
U
demand into take PSTe(take)
/ N \
market  consideration into
\
consideration

Figure 2: Examples of a subtree and a partial subtree.

3 Proposed Method

3.1 Corpus Preprocessing

In this paper, we use English paraphrase patterns ex-
traction as a case study. An English-Chinese (E-
C) bilingual parallel corpus is employed for train-
ing. The Chinese part of the corpus is used as pivots
to extract English paraphrase patterns. We conduct
word alignment with Giza++ (Och and Ney, 2000) in
both directions and then apply the grow-diag heuris-
tic (Koehn et al., 2005) for symmetrization.

Since the paraphrase patterns are extracted from
dependency trees, we parse the English sentences
in the corpus with MaltParser (Nivre et al., 2007).
Let Sg be an English sentence, T the parse tree
of Sg, e a word of Sg, we define the subtree and
partial subtree following the definitions in (Ouan-
graoua et al., 2007). In detail, a subtree STg(e)
is a particular connected subgraph of the tree Tg,
which is rooted at e and includes all the descendants
of e. A partial subtree PSTx(e) is a connected sub-
graph of the subtree ST (e), which is rooted at e but
does not necessarily include all the descendants of e.
For instance, for the sentence “We should first take
market demand into consideration”, STg(take) and
PSTg(take) are shown in Figure 2!.

3.2 Aligned Patterns Induction

To induce the aligned patterns, we first induce the
English patterns using the subtrees and partial sub-
trees. Then, we extract the pivot Chinese patterns
aligning to the English patterns.

"Note that, a subtree may contain several partial subtrees. In
this paper, all the possible partial subtrees are considered when
extracting paraphrase patterns.



Algorithm 1: Inducing an English pattern
: Input: words in STg(e) : wjwiq1...w;
: Input: Pg(e) = ¢
: For each wy, (i < k < j)
If wy is in PSTg(e)
Append wy, to the end of Pg(e)
Else
Append POS(wy,) to the end of Pg(e)
: End For

Algorithm 2: Inducing an aligned pivot pattern
1: Input: S¢ = tito...t,
2: Input: Po = ¢
3: Foreacht; (1 <l<mn)
If ¢; is aligned with wy in Sg
If wy, is a word in Pg(e)
Append t; to the end of P¢
If POS (wy,) is a slot in Pg(e)
Append POS(wy) to the end of P
: End For

WA R

Step-1 Inducing English patterns. In this paper, an
English pattern Pg(e) is a string comprising words
and part-of-speech (POS) tags. Our intuition for
inducing an English pattern is that a partial sub-
tree PSTg(e) can be viewed as a unit that conveys
a definite meaning, though the words in PSTg(e)
may not be continuous. For example, PSTg(take)
in Figure 2 contains words “take ... into consid-
eration”. Therefore, we may extract “take X into
consideration” as a pattern. In addition, the words
that are in STg(e) but not in PSTg(e) (denoted as
STk (e)/PSTg(e)) are also useful for inducing pat-
terns, since they can constrain the pattern slots. In
the example in Figure 2, the word “demand” indi-
cates that a noun can be filled in the slot X and the
pattern may have the form “take NN into considera-
tion”. Based on this intuition, we induce an English
pattern Pg(e) as in Algorithm 12,

For the example in Figure 2, the generated pat-
tern Pg(take) is “take NN NN into considera-
tion”. Note that the patterns induced in this way
are quite specific, since the POS of each word in
STg(e)/PSTE(e) forms a slot. Such patterns are
difficult to be matched in applications. We there-

2POS(wk) in Algorithm 1 denotes the POS tag of wy.
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NN_2 is considered by NN_1 NN_1 consider NN_2

NN_1 ¥%j& NN.2 NN_1 %@ NN_2

Figure 3: Aligned patterns with numbered slots.

fore take an additional step to simplify the patterns.
Let e; and e; be two words in STg(e)/PSTE(e),
whose POS pos; and pos; are slots in Pg(e). If e;
is a descendant of e; in the parse tree, we remove
pos; from Pg(e). For the example above, the POS
of “market” is removed, since it is the descendant of
“demand”, whose POS also forms a slot. The sim-
plified pattern is “take NN into consideration”.

Step-2 Extracting pivot patterns. For each En-
glish pattern Pg(e), we extract an aligned Chinese
pivot pattern Pc. Let a Chinese sentence S¢ be the
translation of the English sentence Sg, Pg(e) a pat-
tern induced from Sg, we extract the pivot pattern
Pc aligning to Pg(e) as in Algorithm 2. Note that
the Chinese patterns are not extracted from parse
trees. They are only sequences of Chinese words
and POSes that are aligned with English patterns.

A pattern may contain two or more slots shar-
ing the same POS. To distinguish them, we assign
a number to each slot in the aligned E-C patterns. In
detail, the slots having identical POS in P¢ are num-
bered incrementally (i.e., 1,2,3...), while each slot in
Pr(e) is assigned the same number as its aligned
slot in Po. The examples of the aligned patterns
with numbered slots are illustrated in Figure 3.

3.3 Paraphrase Patterns Extraction

As mentioned above, if patterns e; and ey are
aligned with the same pivot pattern ¢, e; and e may
be paraphrase patterns. The paraphrase likelihood
can be computed using Equation (1). However, we
find that using only the MLE based probabilities can
suffer from data sparseness. In order to exploit more
and richer information to estimate the paraphrase
likelihood, we propose a log-linear model:

N
score(esler) = Zexp[z Aihi(e1,ea,¢)]  (3)
c 1=1

where h;(e1, e2, ¢) is a feature function and J; is the



weight. In this paper, 4 feature functions are used in
our log-linear model, which include:

¢) = scorepyrre(cler)
9,¢) = scoreyri(eslc)
) = scorepw (cler)
c) = scorerw (e2|c)

('B
—
D

hs
hy

Feature functions hj(eq,eq,c) and ha(eq, ez, c)
are based on MLE. scorep g (cle) is computed as:
4)

scorenrrp(cle) =logparre(cle)

scoreprrp(e|c) is computed in the same way.

hs(e1,e2,c) and hy(ey, ez, c) are based on LW.
LW was originally used to validate the quality of a
phrase translation pair in MT (Koehn et al., 2003). It
checks how well the words of the phrases translate
to each other. This paper uses LW to measure the
quality of aligned patterns. We define scoreryw (cle)
as the logarithm of the lexical weight:

scorepw(cle) =
n

1 1

=1 Y(i,j)€a

where a denotes the word alignment between ¢ and
e. n is the number of words in c. ¢; and e; are words
of c and e. w(c;|e;) is computed as follows:

count(c;, e;)
>, count(, ;)

where count(c;,e;) is the frequency count of
the aligned word pair (c;,e;) in the corpus.
scorerw (e|c) is computed in the same manner.

In our experiments, we set a threshold 7. If the
score between e; and ez based on Equation (3) ex-
ceeds T, es is extracted as the paraphrase of e;.

(6)

w(cilej) =

3.4 Parameter Estimation

Five parameters need to be estimated, i.e., A1, A2,
A3, A4 in Equation (3), and the threshold 7. To
estimate the parameters, we first construct a devel-
opment set. In detail, we randomly sample 7,086

3The logarithm of the lexical weight is divided by n so as
not to penalize long patterns.
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groups of aligned E-C patterns that are obtained as
described in Section 3.2. The English patterns in
each group are all aligned with the same Chinese
pivot pattern. We then extract paraphrase patterns
from the aligned patterns as described in Section 3.3.
In this process, we set A; = 1 (¢ = 1,...,4) and as-
sign T" a minimum value, so as to obtain all possible
paraphrase patterns.

A total of 4,162 pairs of paraphrase patterns have
been extracted and manually labeled as “1” (correct
paraphrase patterns) or “0” (incorrect). Here, two
patterns are regarded as paraphrase patterns if they
can generate paraphrase fragments by filling the cor-
responding slots with identical words. We use gra-
dient descent algorithm (Press et al., 1992) to esti-
mate the parameters. For each set of parameters, we

compute the precision P, recall R, and f-measure

. _ |setlnset2| _ |setlnset2| _ 2PR
Fas: P = [setl] > R |set2| > = P+R>
where set1 denotes the set of paraphrase patterns ex-

tracted under the current parameters. set2 denotes
the set of manually labeled correct paraphrase pat-
terns. We select the parameters that can maximize
the F-measure on the development set*.

4 [Experiments

The E-C parallel corpus in our experiments was con-
structed using several LDC bilingual corpora’. After
filtering sentences that are too long (> 40 words) or
too short (< 5 words), 2,048,009 pairs of parallel
sentences were retained.

We used two constraints in the experiments to im-
prove the efficiency of computation. First, only sub-
trees containing no more than 10 words were used to
induce English patterns. Second, although any POS
tag can form a slot in the induced patterns, we only
focused on three kinds of POSes in the experiments,
i.e., nouns (tags include NN, NNS, NNP, NNPS),
verbs (VB, VBD, VBG, VBN, VBP, VBZ), and ad-
jectives (JJ, JJS, JJR). In addition, we constrained
that a pattern must contain at least one content word

*The parameters are: A\; = 0.0594137, X2 = 0.995936,
A3 = —0.0048954, Ay = 1.47816, T' = —10.002.

SThe corpora include LDC2000T46, LDC2000T47,
LDC2002E18, LDC2002T01, LDC2003E07, LDC2003E14,
LDC2003T17, LDC2004E12, LDC2004T07, LDC2004TOS8,
LDC2005E83, LDC2005T06, LDC2005T10, LDC2006E24,
LDC2006E34, LDC2006E85, LDC2006E92, LDC2006T04,
LDC2007T02, LDC2007T09.



Method #PP (pairs) Precision
LL-Model 1,058,624 67.03%
MLE-Model 1,015,533 60.60%
DIRT top-1 1,179 19.67%
DIRT top-5 5,528 18.73%

Table 2: Comparison of paraphrasing methods.

so as to filter patterns like “the [NN_1]”.

4.1 Evaluation of the Log-linear Model

As previously mentioned, in the log-linear model of
this paper, we use both MLE based and LW based
feature functions. In this section, we evaluate the
log-linear model (LL-Model) and compare it with
the MLE based model (MLE-Model) presented by
Bannard and Callison-Burch (2005)°.

We extracted paraphrase patterns using two mod-
els, respectively. From the results of each model,
we randomly picked 3,000 pairs of paraphrase pat-
terns to evaluate the precision. The 6,000 pairs of
paraphrase patterns were mixed and presented to the
human judges, so that the judges cannot know by
which model each pair was produced. The sampled
patterns were then manually labeled and the preci-
sion was computed as described in Section 3.4.

The number of the extracted paraphrase patterns
(#PP) and the precision are depicted in the first two
lines of Table 2. We can see that the numbers of
paraphrase patterns extracted using the two mod-
els are comparable. However, the precision of LL-
Model is significantly higher than MLE-Model.

Actually, MLE-Model is a special case of LL-
Model and the enhancement of the precision is
mainly due to the use of LW based features.
It is not surprising, since Bannard and Callison-
Burch (2005) have pointed out that word alignment
error is the major factor that influences the perfor-
mance of the methods learning paraphrases from
bilingual corpora. The LW based features validate
the quality of word alignment and assign low scores
to those aligned E-C pattern pairs with incorrect
alignment. Hence the precision can be enhanced.

%In this experiment, we also estimated a threshold 7" for
MLE-Model using the development set (1" = —5.1). The pat-
tern pairs whose score based on Equation (1) exceed T” were
extracted as paraphrase patterns.
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4.2 Comparison with DIRT

It is necessary to compare our method with another
paraphrase patterns extraction method. However, it
is difficult to find methods that are suitable for com-
parison. Some methods only extract paraphrase pat-
terns using news articles on certain topics (Shinyama
et al., 2002; Barzilay and Lee, 2003), while some
others need seeds as initial input (Ravichandran and
Hovy, 2002). In this paper, we compare our method
with DIRT (Lin and Pantel, 2001), which does not
need to specify topics or input seeds.

As mentioned in Section 2, DIRT learns para-
phrase patterns from a parsed monolingual corpus
based on an extended distributional hypothesis. In
our experiment, we implemented DIRT and ex-
tracted paraphrase patterns from the English part of
our bilingual parallel corpus. Our corpus is smaller
than that reported in (Lin and Pantel, 2001). To alle-
viate the data sparseness problem, we only kept pat-
terns appearing more than 10 times in the corpus for
extracting paraphrase patterns. Different from our
method, no threshold was set in DIRT. Instead, the
extracted paraphrase patterns were ranked accord-
ing to their scores. In our experiment, we kept top-5
paraphrase patterns for each target pattern.

From the extracted paraphrase patterns, we sam-
pled 600 groups for evaluation. Each group com-
prises a target pattern and its top-5 paraphrase pat-
terns. The sampled data were manually labeled and
the top-n precision was calculated as %1“"2, where
N is the number of groups and n; is the number of
correct paraphrase patterns in the top-n paraphrase
patterns of the i-th group. The top-1 and top-5 re-
sults are shown in the last two lines of Table 2. Al-
though there are more correct patterns in the top-5
results, the precision drops sequentially from top-1
to top-5 since the denominator of top-5 is 4 times
larger than that of top-1.

Obviously, the number of the extracted para-
phrase patterns is much smaller than that extracted
using our method. Besides, the precision is also
much lower. We believe that there are two reasons.
First, the extended distributional hypothesis is not
strict enough. Patterns sharing similar slot-fillers do
not necessarily have the same meaning. They may
even have the opposite meanings. For example, “X
worsens Y’ and “X solves Y’ were extracted as para-



Example

Type Count
trivial change 79
phrase replacement 267
phrase reordering 56
structural paraphrase 71
information + or - 27

(e1) all the members of [NNPS_1] (e2) all members of [NNPS_1]

(e1) [JJ_1] economic losses (ez) [JJ_1] financial losses

(e1) [NN_1] definition (e2) the definition of [NN_I]

(e1) the admission of [NNP_I] to the wto (ez) the [NNP_I] ’s wto accession
(e1) [NNS_1] are in fact women (e2) [NNS_I] are women

Table 3: The statistics and examples of each type of paraphrase patterns.

phrase patterns by DIRT. The other reason is that
DIRT can only be effective for patterns appearing
plenty of times in the corpus. In other words, it seri-
ously suffers from data sparseness. We believe that
DIRT can perform better on a larger corpus.

4.3 Pivot Pattern Constraints

As described in Section 3.2, we constrain that the
pattern words of an English pattern e must be ex-
tracted from a partial subtree. However, we do not
have such constraint on the Chinese pivot patterns.
Hence, it is interesting to investigate whether the
performance can be improved if we constrain that
the pattern words of a pivot pattern ¢ must also be
extracted from a partial subtree.

To conduct the evaluation, we parsed the Chinese
sentences of the corpus with a Chinese dependency
parser (Liu et al., 2006). We then induced English
patterns and extracted aligned pivot patterns. For the
aligned patterns (e, ¢), if ¢’s pattern words were not
extracted from a partial subtree, the pair was filtered.
After that, we extracted paraphrase patterns, from
which we sampled 3,000 pairs for evaluation.

The results show that 736,161 pairs of paraphrase
patterns were extracted and the precision is 65.77%.
Compared with Table 2, the number of the extracted
paraphrase patterns gets smaller and the precision
also gets lower. The results suggest that the perfor-
mance of the method cannot be improved by con-
straining the extraction of pivot patterns.

4.4 Analysis of the Paraphrase Patterns

We sampled 500 pairs of correct paraphrase pat-
terns extracted using our method and analyzed the
types. We found that there are 5 types of para-
phrase patterns, which include: (1) trivial change,
such as changes of prepositions and articles, etc; (2)
phrase replacement; (3) phrase reordering; (4) struc-
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tural paraphrase, which contain both phrase replace-
ments and phrase reordering; (5) adding or reducing
information that does not change the meaning. Some
statistics and examples are shown in Table 3.

The paraphrase patterns are useful in NLP appli-
cations. Firstly, over 50% of the paraphrase patterns
are in the type of phrase replacement, which can
be used in IE pattern reformulation and sentence-
level paraphrase generation. Compared with phrasal
paraphrases, the phrase replacements in patterns are
more accurate due to the constraints of the slots.

The paraphrase patterns in the type of phrase re-
ordering can also be used in IE pattern reformula-
tion and sentence paraphrase generation. Especially,
in sentence paraphrase generation, this type of para-
phrase patterns can reorder the phrases in a sentence,
which can hardly be achieved by the conventional
MT-based generation method (Quirk et al., 2004).

The structural paraphrase patterns have the advan-
tages of both phrase replacement and phrase reorder-
ing. More paraphrase sentences can be generated
using these patterns.

The paraphrase patterns in the type of “informa-
tion + and -” are useful in sentence compression and
expansion. A sentence matching a long pattern can
be compressed by paraphrasing it using shorter pat-
terns. Similarly, a short sentence can be expanded
by paraphrasing it using longer patterns.

For the 3,000 pairs of test paraphrase patterns, we
also investigate the number and type of the pattern
slots. The results are summarized in Table 4 and 5.

From Table 4, we can see that more than 92%
of the paraphrase patterns contain only one slot,
just like the examples shown in Table 3. In addi-
tion, about 7% of the paraphrase patterns contain
two slots, such as “give [NN_1] [NN_2]” vs. “give
[NN_2] to [NN_1]”. This result suggests that our
method tends to extract short paraphrase patterns,



Slot No. | #PP | Percentage | Precision
1-slot 2,780 92.67% 66.51%
2-slots 218 7.27% 73.85%

>3-slots 2 <1% 50.00%

Table 4: The statistics of the numbers of pattern slots.

Slot Type | #PP | Percentage | Precision
N-slots | 2,376 79.20% 66.71%
V-slots 273 9.10% 70.33%
J-slots 438 14.60% 70.32%

Table 5: The statistics of the type of pattern slots.

which is mainly because the data sparseness prob-
lem is more serious when extracting long patterns.

From Table 5, we can find that near 80% of the
paraphrase patterns contain noun slots, while about
9% and 15% contain verb slots and adjective slots’.
This result implies that nouns are the most typical
variables in paraphrase patterns.

4.5 Evaluation within Context Sentences

In Section 4.1, we have evaluated the precision of
the paraphrase patterns without considering context
information. In this section, we evaluate the para-
phrase patterns within specific context sentences.
The open test set includes 119 English sentences.
We parsed the sentences with MaltParser and in-
duced patterns as described in Section 3.2. For each
pattern e in sentence Sg, we searched e’s paraphrase
patterns from the database of the extracted para-
phrase patterns. The result shows that 101 of the
119 sentences contain at least one pattern that can
be paraphrased using the extracted paraphrase pat-
terns, the coverage of which is 84.87%.
Furthermore, since a pattern may have several
paraphrase patterns, we exploited a method to au-
tomatically select the best one in the given context
sentence. In detail, a paraphrase pattern ¢’ of e was
reranked based on a language model (LM):

score(e'le, Sg) =

)

Ascorepr(€'le) + (1 — N)scorepp(€'|Sg)

"Notice that, a pattern may contain more than one type of
slots, thus the sum of the percentages is larger than 1.
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Here, scorepy(e’|e) denotes the score based on
Equation (3). scorern(€/|Sg) is the LM based
score: scorerp(€/|Sp) = %logPLM(Sl’E), where

'; is the sentence generated by replacing e in S
with ¢’. The language model in the experiment was
a tri-gram model trained using the English sentences
in the bilingual corpus. We empirically set A = 0.7.

The selected best paraphrase patterns in context
sentences were manually labeled. The context infor-
mation was also considered by our judges. The re-
sult shows that the precision of the best paraphrase
patterns is 59.39%. To investigate the contribution
of the LM based score, we ran the experiment again
with A = 1 (ignoring the LM based score) and found
that the precision is 57.09%. It indicates that the LM
based reranking can improve the precision. How-
ever, the improvement is small. Further analysis
shows that about 70% of the correct paraphrase sub-
stitutes are in the type of phrase replacement.

5 Conclusion

This paper proposes a pivot approach for extracting
paraphrase patterns from bilingual corpora. We use
a log-linear model to compute the paraphrase like-
lihood and exploit feature functions based on MLE
and LW. Experimental results show that the pivot ap-
proach is effective, which extracts over 1,000,000
pairs of paraphrase patterns from 2M bilingual sen-
tence pairs. The precision and coverage of the ex-
tracted paraphrase patterns exceed 67% and 84%,
respectively. In addition, the log-linear model with
the proposed feature functions significantly outper-
forms the conventional models. Analysis shows that
5 types of paraphrase patterns are extracted with our
method, which are useful in various applications.

In the future we wish to exploit more feature func-
tions in the log-linear model. In addition, we will try
to make better use of the context information when
replacing paraphrase patterns in context sentences.
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