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Abstract from information about predicate-argument struc-

_ _ _ ture (e.g. Information Extractiong) ((Surdeanu et
This paper describes the first system for 2003)).

large-scale acquisition of subcategorization
frames 6crs) from English corpus data
which can be used to acquire comprehen-
sive lexicons for verbs, nouns and adjectives.
The system incorporates an extensive rule-
based classifier which identifies 168 verbal,
37 adjectival and 31 nominal frames from
grammatical relationsgrs) output by a ro-
bust parser. The system achieves state-of-
the-art performance on all three sets.

The first systems capable of automatically learn-
ing a small number of verbal subcategorization
frames 6crs) from unannotated English corpora
emerged over a decade ago (Brent, 1991; Manning,
1993). Subsequent research has yielded systems for
English (Carroll and Rooth, 1998; Briscoe and Car-
roll, 1997; Korhonen, 2002) capable of detecting
comprehensive sets afcrs with promising accu-
racy and demonstrated success in application tasks
(e.g. (Carroll et al., 1998; Korhonen et al., 2003)).
1 Introduction Recently, a large publicly available subcategoriza-
tion lexicon was produced using such technology

Research into automatic acquisition of lexical in, e contains frame and frequency information for

formation from large repositories of unannotateq)ver 6,300 English verbs — th\LEx lexicon (Ko-
text (such as the web, corpora of published tex}honer; et al., 2006)

etc.) is starting to produce large scale lexical re- _ _ _
sources which include frequency and usage infor- While there has been considerable work in the

mation tuned to genres and sublanguages. Su@ff@ most of it has focussed on verbs. Although
resources are critical for natural language proces¥eros are the richest words in terms of subcatego-
ing (NLP), both for enhancing the performance of 1Z&tion and although verbcr distribution data is
state-of-art statistical systems and for improving thikely to offer the greatest boost in parser perfor-
portability of these systems between domains. ~ Mance, accurate and comprehensive knowledge of

One type of lexical information with particular the many noun and adjecth&eFs in English could
importance forNLP is subcategorization. Access!MProve the accuracy of parsing at several levels
to an accurate and comprehensive subcategoriZd0M tagging to syntactic and semantic analysis).

tion lexicon is vital for the development of success- Furthermore the selection of the correct analysis
ful parsing technology (e.g. (Carroll et al., 1998)from the set returned by a parser which does not ini-
important for manyNLP tasks (e.g. automatic verb tially utilize fine-grained lexico-syntactic informa-
classification (Schulte im Walde and Brew, 2002)jion can depend on thimteraction of conditional
and useful for any application which can benefiprobabilities of lemmas of different classes occur-
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ring with specificscrs. For example, a) and b) be-sion of our results and future work, and section 5
low indicate the most plausible analyses in which theoncludes.

sentential complement attaches to the noun and verb

respectively 2 Description of the System

a) Kim (VP believes (NP the evidence (Scomp thaf common strategy in existing large-scaleF ac-
Sandy was present))) quisition systems (e.g. (Briscoe and Carroll, 1997))
b) Kim (VP persuaded (NP the judge) (Scomp thais to extractscrs from parse trees, introducing an
Sandy was present)) unnecessary dependence on the details of a particu-
However, both a) and b) consist of an identica‘ar parser. In our a_pproacSr:Ps are extracted f“’”_‘
sequence of coarse-grained lexical syntactic catg—R_s — representations of head—d_ependent relations
which are more parser/grammar independent but at

gories, so correctly ranking them requires Iearnt-h iate level of abstraction f tracti f
ing that P(NP | believe).P(Scomp | evidence) > € appropriate fevel of abstraction for extraction o

P(NP&Scomp |  believe).P(None |  evidence) SCAFS' il h | . d and
and P(NP | persuade).P(Scomp | judge) < | SII’T;I ir aprilroac Wlaszrggenty rr;otlygte an
P(NP&Scomp | persuade).P(None | judge). If explored by Yallop et al. ( 5). A decision-tree

we acquired frames and frame frequencies for aﬁlassifier was developed for 30 adjectigair types

open-class predicates takingrs using a single sys- which tests for the presence GRs in theGR out-

tem applied to similar data, we would have a betteﬁ’ur of the RASP (Robust Accurate Statistical Pars-
chance of modeling such interactions accurately. N9) system (Briscoe and Carroll, 2002). The results
. i reported with 9 test adjectives were promising (68.9
In this paper we present the first system for Iarge,:_measure in detectirgcFtypes)
scale acquisition ogcrs from English corpus data '

which can be used to acquire cqmprehenswe I?).(Eteps: 1) extractingRs from corpus data, 2) feeding
cons for verbs, nouns and adjectives. The classn‘lﬁli

. tes 168 verbal. 37 adiectival and 31 e GR sets as input to a rule-based classifier which
Incorporates 15¢ verbal, 5/ adjectival an nomTncrementally matches them with the corresponding
nal scrdistinctions. An improved acquisition tech-

scks, 3) building lexical entries from the classified
nique is used which expands on the ideas Yallop ) building lexi I "

. ata, and 4) filtering those entries to obtain a more
al. (2(.)05). recently ex_p!o_red fqr a smaI_I eXp?n_menéccurate lexicon. The details of these steps are pro-
on adjectlvalSCF_acqwsnlon. It _mvolves _|dent|fy|_ng vided in the subsequent sections.

SCFs on the basis of grammatical relatior@r§) in
the output of therAsP (Robust Accurate Statistical 3 1 Optaining Grammatical Relations
Parsing) system (Briscoe et al., 2006).

Our acquisition process consists of four main

) . We obtain thegrs using the recent, second release
As detailed later, the system performs better wnlaf the RASP toolkit (Briscoe et al., 2006)RASPis a

verbs than previous comparable state-of-art SySte"}ﬁbdular statistical parsing system which includes a

acE!evmg (.58'.|9 Fl-meazure ;n detectmg;t\ypes. It gjkenizer, tagger, lemmatizer, and a wide-coverage
achieves simiiarly good pertormance with nouns anfl i -aiion-pased tag-sequence parser. We use the

adjectives (62.2 and 71.9 F-measure, resloect'Ver)Standard scripts supplied wiHasPto output the set

Additionally, we have developed a tool for lin- of ggrs for the most probable analysis returned by the
gUiStiC annotation oBCFs in corpus data aimed at parser or, in the case of parse fa“ureS, trs for
alleviating the process of obtaining training and teshe most likely sequence of subanalyses. Tifs
data for subcategorization acquisition. The tool ingre organized as a subsumption hierarchy as shown
corporates an intuitive interface with the ability tojn Figure 1.
significantly reduce the number of frames presented The dependency relationships which thes em-
to the user for each sentence. body correspond closely to the head-complement

We introduce the new system fecFacquisition structure which subcategorization acquisition at-
in section 2. Details of the experimental evaluatiotempts to recover, which makesRs ideal input to
are supplied in section 3. Section 4 provides discushe scF classifier. Consider the argumentseazsy
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Figure 1: The GR hierarchy used by RASP

SUBJECT NPy,
PVAL for MOOD to-infinitive
ADJ-COMPS< iNP ] SUBJECT
P OMISSION
VP
Figure 2: Feature structure for ScF

adj -obj -for-to-inf

(| These: 1_DD2| |exanple+s:2_NN2| |of:3_IQ
| ani mal : 4_JJ| |senses:5_NN2| |be+:6_VBR|
|relatively:7_RR| |easy:8_JJ] |[for:9_IF|
| we+: 10_PPI Q2| |to:11_TQ | conprehend: 12_WO0|)

xconmp( _ be+[ 6] easy: [8])

xconp(to[ 11] be+[ 6] conpr ehend: [ 12])
ncsubj (be+[ 6] exanpl e+s[2] )

ncrod(for[9] easy[ 8] we+[ 10])

ncsubj (conprehend[ 12] we+[10], _)

Figure 3:GRs fromRASPfor adj - obj - f or - t o- i nf

xcomp - ?Y : pos=vb,val=be ?X : pos=adj
xcomp ?S :val=to ?Y :pos=vb,val=be  ?W: pos=VV0
ncsubj ?Y : pos=vb,val=be ?Z : pos=noun

ncmod ?T : val=for ?X : pos=adj ?Y: pos=pron
ncsubj ?W : pos=VV0 ?V : pos=pron

Figure 4: Pattern for framadj - obj - f or -t o-i nf

NP headed byexamplesis marked as the subject
of the frame byhcsubj (be[ 6] exanpl es[ 2]), and
ncsubj (conprehend[ 12] we+[ 10]) corresponds to
the coindexation marked HgJ: the subject of the
VP is the NP of the PP. The only part of the feature
structure which is not represented by s is coin-
dexation between the omitted direct objegtof the
vP-complement and the subject of the whole clause.

2.2 SCF Classifier

in the sentenceThese examples of animal sense§CF Frames

are relatively easy for us to comprehend as they are The scrs recognized by the classifier were ob-
not too far removed from our own experieng&c- tained by manually merging the frames exempli-
cording to thecoMLEX classification, this is an ex- fied in thecoMLEX Syntax (Grishman et al., 1994),
ample of the framedj - obj - f or-t o-i nf, shownin ANLT (Boguraev et al., 1987) and/onOMLEX

Figure 2, (usingavM notation in place o£EOMLEX
s-expressions). Part of the outputAsP for this
sentence is shown in Figure 3.

(Macleod et al., 1997) dictionaries and including
additional frames found by manual inspection of
unclassifiable examples during development of the

Each instantiate@R in Figure 3 corresponds to classifier. These consisted of e.g. some occurrences
one or more parts of the feature structure in Figef phrasal verbs with complex complementation and

ure 2.xconp(. be[ 6] easy[8]) establishese[ 6]
as the head of thgP in which easy[ 8] occurs as
a complement. The firsPP)-complement igor us
as indicated byicnod(for[9] easy[8] we+[10]),
with for as PFORM and we+ (us) as NP. The sec-
ond complement is represented kyonp(to[ 11]
be+[ 6] conprehend[12]): a to-infinitive vP. The
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with flexible ordering of the preposition/particle,
some non-passivizable words with a surface direct
object, and some rarer combinations of governed
preposition and complementizer combinations.

The frames were created so that they abstract
over specific lexically-governed particles and prepo-
sitions and specific predicate selectional preferences



but include some derived semi-predictable boundddg a backing off strategy allowing us to exploit the

dependency constructions. relatively low number of possiblers (compared

to the number of possible rules). The system exe-

cutes on 3500 sentences in approx. 1.5 seconds of
The classifier operates by attempting to match theal time on a machine with a 3.2 GHz Intel Xenon

set ofGRs associated with each sentence against opeocessor and 4GB of RAM.

or more rules which express the possible mappings

from GRs to SCFs. The rules were manually devel-L€xicon Creation and Filtering

oped by examining a set of development sentencesLexical entries are constructed for each word and

to determine which relations were actually emittedscFcombination found in the corpus data. Each lex-

by the parser for eachCF. ical entry includes the raw and relative frequency of
In our rule representation,@R pattern is a set of the scFwith the word in question, and includes var-

partially instantiatedsRs with variables in place of ious additional information e.g. about the syntax of

heads and dependents, augmented with constrainiigtected arguments and the argument heads in dif-

that restrict the possible instantiations of the variferent argument positiohs

ables. A match is successful if the set@ks for Finally the entries are filtered to obtain a more

a sentence can be unified with any rule. Unificaaccurate lexicon. A way to maximise the accu-

tion of sentencesrs and a ruleGr pattern occurs racy of the lexicon would be to smooth (correct) the

when there is a one-to-one correspondence betweaoquiredscr distributions with back-off estimates

sentence elements and rule elements that includedased on lexical-semantic classes of verbs (Korho-

consistent mapping from variables to values. nen, 2002) (see section 4) before filtering them.
A sample pattern for matching However, in this first experiment with the new sys-

adj -obj-for-to-inf can be seen in Fig- tem we filtered the entries directly so that we could

ure 4. Each element matches either an engaty evaluate the performance of the new classifier with-

slot (), a variable with possible constraints on parbut any additional modules. For the same reason, the

of speech (pos) and word value (val), or an alreadffitering was done by using a very simple method:

instantiated variable. Unlike in Yallop’s work (Yal- by setting empirically determined thresholds on the

lop et al., 2005), our rules are declarative rather tharlative frequencies afcrs.

procedural and these rules, written independently

of the acquisition system, are expanded by thé EXxperimental Evaluation

system in a number of ways prior to execution. Fo& 1 Data

example, the verb rules which contain maasubj '

relation will not contain one inside an embeddedn order to test the accuracy of our system, we se-

clause. For verbs, the basic rule set contains 24@cted a set of 183 verbs, 30 nouns and 30 adjec-

rules but automatic expansion gives rise to 108tives for experimentation. The words were selected

classifier rules for verbs. at random, subject to the constraint that they exhib-
Numerous approaches were investigated to allolf{ed multiple complementation patterns and had a

an efficient execution of the system: for example, fopufficient number of corpus occurrences150) for

each target word in a sentence, we initially find th&XPerimentation. We took the 100M-word British

number ofARGUMENtGRs (see Figure 1) containing National Corpus gnC) (Burnard, 1995), and ex-

it in head position, as the word must appear in exiracted all sentences containing an occurrence of one

actly the same set in a matching rule. This allow8f the test words. The sentences were processed us-

us to discard all patterns which specify a different’d thescracquisition system described in the pre-
number ofGRs: for example, for verbs each groupvious section. The citations from which entries were

only contains an average of 109 patterns. derived totaled approximately 744K for verbs and

For a further increase in speed, both the sentenéd 9K for nouns and adjectives, respectively.

GRs and thesRrs within the patterns are ordered (ac- The lexical entries are similar to those in theLEX lexi-

cording to frequency) and matching is performed useon. See (Korhonen et al., 2006) for a sample entry.

Classifier
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3.2 Gold Standard & 5 [

Our gold standard was based on a manual analyd Current word: able

of some of the test corpus data, supplemented wi i::‘:;i"‘:f:i:’z'::m f,?ﬁ:ff"g you want to say

additional frames from thaNLT, COMLEX, and/Or | . .. correctriame ror e wore abie if nane anply piease setect N of the above.
NOMLEX dictionaries. The gold standard for verby [; seg xmsam

was available, but it was extended to include add] | rest: Es. The man siity ith drinky smoked.

tional SCFs missing from the old system. FOr NOUNY o e wreorar e e

and adjectives the gold standard was created. H i [osasandnnisn
each noun and adjective, 100-300 sentences from t
BNC (an average of 267 per word) were randomly
extracted. The resulting c. 16K sentences were then

manually associated with approprigers, and the

scrfrequency counts were recorded. which are correct), type recall (the percentage

To alleviate the manual analysis we developegpes in the gold standard that the system proposes)
a tool which first uses theAsp parser with some and the F-measure which is the harmonic mean of
heuristics to reduce the number 8€F presented, type precision and recall.
and then allows an annotator to select the preferred we also compared the similarity between the ac-
choice in a window. The heuristics reduced the avquired unfiltered scr distributions and gold stan-
erage number ascrs presented alongside each sendard scr distributions using various measures of
tence from 52 to 7. The annotator was also presentggkstributional similarity: the Spearman rank corre-
with an example sentence of easbFand an intu- |ation (Rc), Kullback-Leibler distancext ), Jensen-
itive name for the frame, such &REeD (e.g. Kim Shannon divergence), cross entropyde), skew
is silly). The program includes an option to recorcjvergence ¢p) and intersectioni§). The details of
that particular sentences could not (initially) be Cla.S['hese measures and their application to subcatego-

sified. A screenshot of the tool is shown in Figure 5Fization acquisition can be found in (Korhonen and
The manual analysis was done by two linguistskrymolowski, 2002).

one who did the first annotation for the whole data, Finally, we recorded the total number of gold

and another who re-evaluated and corrected some&hndardscrs unseen in the system output, i.e. the

the initial frame assignments, and classified most @jpe of false negatives which were never detected
the data left unclassified by the first annotdloiA  py the classifier.

total of 27 scFtypes were found for the nouns and
30 for the adjectives in the annotated data. The a3.4 Results

erage number o8CFs taken by nouns was 9 (With tapje 1 includes the average results for the 183

the average of 2 added from dictionaries t0 SUPPI§zerhs. The first column shows the results for Briscoe
ment the manual annotation) and by adjectives 11,4 carroll's (1997) (B&C) system when this sys-
(3 of which were from dictionaries). The latter arégm, js ryn with the original classifier but a more
rare and may not be exemplified in the data given th@.cent version of the parser (Briscoe and Carroll,
extraction system. 2002) and the same filtering technique as our new
system (thresholding based on the relative frequen-
cies ofscrs). The classifier of B&C system is com-
3.3 Evaluation Measures parable to our classifier in the sense that it targets al-

We used the standard evaluation metrics to evaluafie0St the same set of vert@t s (165 out of the 168;
the accuracy of thecFlexicons: type precision (the the 3 additional ones are infrequent in language and
percentage oECF types that the system proposeéhus unlikely to affect the comparison). The second
column shows the results for our new system (New).
2The process precluded measurements of inter-annotator

agreement, but this was judged less important than the enhanced®No threshold was applied to remove the nogyrs from
accuracy of the gold standard data. the distributions.

Figure 5: Sample screen of the annotation tool

916



Verbs - Method [ Measures [ Nouns] Adjectives |

Measures B&C | New Precision (%)| 91.2 955
Precision (%)| 47.3 | 81.8 Recall (%) 47.2 57.6
Recall (%) 40.4 59.5 F-measure 62.2 71.9
F-measure 43.6 68.9 KL 0.91 0.69
KL 3.24 1.57 JS 0.09 0.05
JS 0.20 0.11 CE 2.03 2.01
CE 4.85 3.10 SD 0.48 0.36
SD 1.39 0.74 RC 0.70 0.77
RC 0.33 0.66 IS 0.62 0.72
IS 0.49 0.76 Unseen SCFg 15 7
Unseen SCFg 28 17

Table 2: Average results for nouns and adjectives
Table 1: Average results for verbs

The noun and adjective classifiers yield very high
The figures show that the new system clearly pesyacision compared to recall. The lower recall fig-
forms better than the B&C system. It yields 68.9 Fy es are mostly due to the higher number of gold
measure which is a 25.3 absolute improvement ovefangardscrs unseen in the classifier output (rather
the B&C system. The better performance can be obngn for example, the filtering step). This is par-
served on all measures, but particularlyStrtype tjcylarly evident for nouns for which 15 of the 27
precision (81.8% with our system vs. 47.3% with thgrgmes exemplified in the gold standard are missing
B&C system) and on measures of distributional simi, the classifier output. For adjectives only 7 of the

ilarity. The clearly highers (0.76 vs. 0.49) and the 30 gold standargcrs are unseen, resulting in better
fewer gold standardcrs unseen in the output of the recajl (57.6% vs. 47.2% for nouns).

classifier (17 vs. 28) indicate that the new system is gor verbs, subcategorization acquisition perfor-
capable of detecting a higher numbersars. mance often correlates with the size of the input
The main reason for better performance is thgata to acquisition (the more data, the better perfor-
ability of the new system to detect a number of chalmance). When considering the F-measure resuilts for
lenging or complexscrs which the B&C system the individual words shown in Table 3 there appears
could not dete¢t The improvement is partly at- (g pe fittle such correlation for nouns and adjectives.
tributable to more accurate parses produced by thgr example, although there are individual high fre-
second release afAsp and partly to the improved guency nouns with high performance (e.glan,
Scrclassifier developed here. For example, the neyeq. 5046, F 90.9) and low frequency nouns with
system is now able to distinguish predicative PP aypy performance (e.gcharacterisation freq. 91, F
guments, such dsent him as a messengeom the 40 (), there are also many nouns which contradict
wider class of referential PP arguments, supportinge trend (compare e.gnswer freq. 2510, F 50.0
discrimination of several syntactically similacrs  \yith fondnessfreq. 71, F 85.75.
with distinct semantics. Although thescF distributions for nouns and ad-
Running our system on the adjective and noun tefictives appear Zipfian (i.e. the most frequent frames
data yielded the results summarized in Table 2. Thgre highly probable, but most frames are infre-
F-measure is lower for nouns (62.2) than for verbgyent), the total number afcrs per word is typi-
(68.9); for adjectives it is slightly better (71.9).  cajly smaller than for verbs, resulting in better resis-
“The results reported here for the B&C system are IowePance to sparse data problems.
than those recently reported in (Korhonen et al., 2006) for the There is, however, a clear correlation between

same set of 183 test verbs. This is because we use an improvyggs performance and the type of gold standscds
gold standard. However, the results for the B&C system re-

ported using the less ambitious gold standard are still less at2ken by individual words. Many of the gold stan-
curate (58.6 F-measure) than the ones reported here for the new————

system. lower for nouns and adjectives. This particularly applies to the
The results for different word classes are not directly comsensitive measures of distributional similarity.
parable because they are affected by the total numbsces 5The frequencies here refer to the number of citations suc-

evaluated for each word class, which is higher for verbs andessfully processed by the parser and the classifier.
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[ Noun [ F [ Adiective | F ] 4 Discussion

abundance 75.0 || able 66.7
:ﬁlgcvoev;/ledgement gg.é angy gg-i The current system needs refinement to alleviate the
anxiety 533 [ aware 875 bias against somscrs introduced by the parser’s
apology 50.0 || certain 73.7 unlexicalized parse selection model. We plan to in-
appearance 46.2 | clear 7.8 vestigate using weightedr output with the clas-
appointment 66.7 || curious 57.1 . 9 9 . 9 P .
belicf 76.9 || desperate | 83.3 sifier rather than just ther set from the highest
call 58.8 || difficult 77.8 ranked parse. SonscFclasses also need to be fur-
ChafaCte_“S?_“O“ 28-8 doubtful gg-g ther resolved mainly to differentiate control options
communication . eager . . . . . . .
condition 66.7 [ casy 567 Wlth predlcatl\{e compl_emgnta‘uon. ThIS requires a
danger 76.9 | generous | 57.1 lexico-semantic classification of predicate classes.
decision 70.6 || imperative | 81.8 Experiments with Briscoe and Carroll's system
definition 42.8 || important 60.9 h h that it | ib| .
demand 66.7 | impractical | 71.4 ave shown at |_t is possible to_ mgorporate some
desire 71.4 || improbable | 54.6 semantic information in the acquisition process us-
do}:jbt gg-; 'kf?s'dStem gg-g ing a technique that smooths the acquisazk dis-
eviaence . n . . . . . . .
Sxamination 54.6 | Tikely 567 tributions using back-off (l.e. probability) estimates
experimentation | 60.0 || practical 88.0 based on lexical-semantic classes of verbs (Korho-
fondness 85.7 || probable 80.0 nen, 2002). The estimates help to correct the ac-
message 66.7 || sure 84.2 quiredscrdistributions and predictcrs which are
obsession 54.6 || unaware 85.7
plan 909 [ uncertan | 60.0 rare or unseen e.g. due to sparse data. They could
provision 70.6 || unclear 63.2 also form the basis for predicting control of predica-
reminder 63.2 || unimportant| 61.5 ;

iv mplements.
rumour 61.5 || unlikely 69.6 tive compleme ts_ . .
temptation 71.4 || unspecified | 50.0 We plan to modify and extend this technique for
use 60.0 || unsure 90.0 the new system and use it to improve the perfor-

mance further. The technique has so far been applied
n . )

to verbs only, but it can also be applied to nouns
and adjectives because they can also be classified on
lexical-semantic grounds. For example, the adjec-
tive simplebelongs to the class &Asy adjectives,

dard nominal and adjectivaCrs unseen by the a_nd_ this knowledge can help to predict that it takes
similar scrs to the other class members and that

classifier involve complex complementation patterns . , . .
) . control of ‘understood’ arguments will pattern with
which are challenging to extract, e.g. those exem-

plified in Theargument of Jo with Kim about Fido easy(e.g.easy, difficult, convenient The problem

) . will be simple for John to solyd-or John to solve
surfaced Jo’s preference that Kim be sacked sur- the problem will be simpleFhe problem will be sim-
faced andthat Sandy came isertain. In addition, P P P

. le to solveetc.
many of thesesCFs unseen in the data are also ver)P Furth hi ded bef hiahl t
low in frequency, and some may even be true nega- urther research 1S needed betore highly accurate

tives (recall that the gold standard was supplement gricons encoding |nfqrm§1t|on also .about semgntlc
with additionalscrs from dictionaries, which may aspects of subcategorization (e.g. different predicate

not necessarily appear in the test data). senses, the mapping from syntactic arguments to
semantic representation of argument structure, se-

The main problem is that tireaspparser system- lectional preferences on argument heads, diathesis
atically fails to select the correct analysis for somealternations, etc.) can be obtained automatically.
scrs with nouns and adjectives regardless of theidowever, with the extensions suggested above, the
context of occurrence. In future work, we hope to alsystem presented here is sufficiently accurate for
leviate this problem by using the weightee output  building an extensivescF lexicon capable of sup-
from the topn-ranked parses returned by the parseguorting variousNLP application tasks. Such a lex-
as input to thescrclassifier. icon will be built and distributed for research pur-

Table 3: System performance for each test noun a
adjective
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