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Abstract

This paper describes a method for automat-
ically learning effective dialogue strategies,
generated from a library of dialogue content,
using reinforcement learning from user feed-
back. This library includes greetings, so-
cial dialogue, chit-chat, jokes and relation-
ship building, as well as the more usual clar-
ification and verification components of dia-
logue. We tested the method through a mo-
tivational dialogue system that encourages
take-up of exercise and show that it can be
used to construct good dialogue strategies
with little effort.

Introduction

In this process, the expert has to make many de-
sign choices which influence task completion and
user satisfaction in a manner which is hard to assess,
because the effectiveness of a strategy depends on
many different factors, such as classification/ASR
performance, the dialogue domain and task, and,
perhaps most importantly, personality characteris-
tics and knowledge of the user.

We believe that the key to maximum dialogue ef-
fectiveness is to listen to the user. This paper de-
scribes the development of an adaptive dialogue sys-
tem that uses the feedback of users to automatically
improve its strategy. The system starts with a library
of generic and task-/domain-specific dialogue com-
ponents, including social dialogue, chit-chat, enter-
taining parts, profiling questions, and informative

Interactions between humans and machines have #d diagnostic parts. Given this variety of possi-

ble dialogue actions, the system can follow many

come quite common in our daily life. Many ser-

vices that used to be performed by humans halifferent strategies within the dialogue state space.

been automated by natural language dialogue sy\éle conducted training sessions in which users inter-

tems, including information seeking functions, a&cted with a version of the system which randomly
in timetable or banking applications, but also mord€nerates a possible dialogue strategy for each in-

complex areas such as tutoring, health coaching afgyaction (restricted by global dialogue constraints).

sales where communication is much richer, embediftér each interaction, the users were asked to re-
ding the provision and gathering of information inward different aspects of the conversation. We ap-

e.g. social dialogue. In the latter category of digPlied reinforcement learning to use this feedback to

logue systems, a high level of naturalness of interaG®MPUte the optimal dialogue policy.
tion and the occurrence of longer periods of satisfac- The following section provides a brief overview
tory engagement with the system are a prerequisité previous research related to this area and how our
for task completion and user satisfaction. work differs from these studies. We then proceed
Typically, such systems are based on a dialoguith a concise description of the dialogue system
strategy that is manually designed by an expersed for our experiments in section 3. Section 4
based on knowledge of the system and the domaiis, about the training process and the reward model.
and on continuous experimentation with test user&ection 5 goes into detail about dialogue policy op-
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timization with reinforcement learning. In section 6lishing common ground and ensuring system replies

we discuss our experimental results. are appropriate. Our work has focused on these as-
pects of dialogue strategy construction, in order to
2 Related Work create good dialogue strategies incorporating appro-

Previous work has examined learing of effectiv@riate levels of social interaction, humour, chit-chat,
dialogue strategies for information seeking spo2S yveII as successful information gathering and pro-
ken dialogue systems, and in particular the use &fS'0n.
reinforcement learning methods to learn policie%
for action selection in dialogue management (see
e.g. Levin et al., 2000; Walker, 2000; Scheffler andhe domain of our system is physical exercise. The
Young, 2002; Peek and Chickering, 2005; Framptogystem is set up as an exercise advisor that asks
and Lemon, 2006), for selecting initiative and conthe user what is preventing him/her from exercis-
firmation strategies (Singh et al., 2002); for detecting more. After the user has worded his/her exercise
ing speech recognition problem (Litman and Panparrier’, the system will give motivational advice
2002); changing the dialogue according to the eXor how to overcome this barrier. As an illustration,
pertise of the user (Maloor and Chai, 2000); adaptfable 1 shows an example dialogue, generated by
ing responses according to previous interactiongur system. Our dialogue systemtextbased, so
with the users (Rudary et al., 2004); optimizingjt does not involve speech recognition. This section
mixed initiative in collaborative dialogue (English describes the system’s three main modules: the di-
and Heeman, 2005), and optimizing confirmationglogue state/action manager, the utterance classifier
(Cuayahuitl et al., 2006). Other researchers hawnd the dialogue component library.
focussed their attention on the learning aspect of
the task, examining, for example hybrid reinforcef Speaker | Utterance
. . system | Good evening!

ment/supervised learning (Henderson et al., 2005)} system | what's your name?

Previous work on learning dialogue managemertusetr gnggﬁenggés Egsvn;ﬂ% o4 today?
strategies has however generally been limited to el | fine thankyou v
defined areas of the dialogue, in particular dealingsystem | Tell me what is preventing you from exercising
with speech recognition and clarification problems, it have anyone to exercise with...
with small state spaces and a limited set of actionSsystem | So your barrier is Loneliness (e.g. You don't
to choose from (Henderson et al., 2005). In a nun like exercising on your own ).

. user sort of, yeah
ber of contexts, however, dialogues need to have|aystem | A solution for this barrier is: Try going on you
far greater degree of complexity not just in the num¢ own and see whether it's really that different {
ber of states and possible actions but also in the va- %‘%’2%}'&'?@:&';’:& ;gﬁ%ﬁ:ﬂg&ﬂg?ﬁé {)heec;pl
riety of dialogue acts: for example in motivational welcome a little conversation!
dialogue systems where the task is not limited tp SYStem P@'}ﬂé’g: find this solution useful?
information gathering, slot-filling or querying of a| system | Ok. Try to work on this to overcome your
database, and where dialogues must contain mare barrier.
. . system Bye!

social and relational elements to be successful (for
the usefulness of social dialogue see e.g. Bickmore, Table 1: Example dialogue.
2003; Liu and Picard, 2005). Only little effort has
been directed to the question what dialogue compo- ) ]
nents should make up the dialogue, involving deci3-1 ~Dialogue state/action management
sions like how much and what type of social interacThe dialogue state is unique at every stage of
tion should be used, different ways of forming a rethe conversation and is represented as a vector of
lationship with the user such as using chit-chat (fofeature-values. We use only a limited set of fea-
example asking about a user’s hobbies or asking foures because, as also noted in (Singh et al., 2002;
the user's name), using humour, as well as the moteevin et al., 2000), it is important to keep the state

conventional tasks of clarifying user input, estabspace as small as possible (but with enough distinc-
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tive power to support learning) so we can construdiBSP (Daelemans et al., 1999). This parser pro-
a non-sparse Markov decision process (see sectigitles part of speech labels, chunk brackets, subject-
5) based on our limited training dialogues. The stateerb-object relations, and has been enriched with de-

features are listed in Table 2. tection of negation scope and clause boundaries.
The feature-matching mechanism in our classifi-
Feature Values Description . .
curmode 1 ce N the current dialogue node cation system can match terms or phrases at speci-
actiontype | utt,trans | action typeI , fied positions in the token stream of the utterance,
trigger teT utterance classifier category ; PR : : :
confidence]| 1,0 category confidence also in comblnf';ltlon with synta<_:t|c and semantic
problem | 1,0 communication problem earlier ~ class labels. This allows us to define features that are

particularly useful for resolving confusing linguis-
tic phenomena like ambiguity and negation. A base
feature set was generated automatically, but quite
In each dialogue state, the dialogue manager Wi |ot of features were manually tuned or added to
look up the next action that should be taken. In ougope with certain common dialogue situations. The
system, an action is eithersystem utterancer a overall classification accuracy, measured on the dia-
transition in the dialogue structure. In the initial |Ogues that were produced during the training phaSE,
system, the dialogue structure was manually cons 93.6%. Average precision/recall is 98.6/97.3% for
structed. In many states, the next action requirhe non-barrier categoriesdnfirmation negation
a choice to be made. Dialogue states in which thgnwillingness etc.), and 99.1/83.4% for the barrier

system can choose among several possible actiofgegoriesifjury, lack of motivationetc.).
are calledchoice-states For example, in our sys-

tem, immediately after greeting the user, the dia3.3 Dialogue Component Library

logue structur.e allows for different direction;: the.l.he dialogue component library contains generic
inte"? candflrftlasdk someﬂi:)ersorialtqu_est|c_)trr1]s, 2 well as task-/domain-specific dialogue content,
! carclj_lmme_ 'ately UECUSS € rpam opic WII OUIcombining different aspects of dialogue (task/topic
any |grehss_|ons. . ertgnce actions r?ay also r(:S'tructure, communication goals, etc.). Table 3 lists
quire a choice (e.gdirective versusopeniormula- all components in the library that was used for train-

tion of a question). In training mode, the system wiIIing our dialogue system. A dialogue component is
make random choices in the choice-states. This B=

h wil dif dial asically a coherent set of dialogue node represen-
proach wi generate many ¢l erent dialogue strategyiong with a certain dialogue function. The library
gies, i.e pathsthrough the dialogue structure.

) s is set up in a flexible, generic way: new components
User replies are sent to an utterance classifier. The easily be plugged in to test their usefulness in

category assigned by this classifier is returned Qifferent dialogue contexts or for new domains.
the dialogue manager and triggers a transition to the

next node in the dialogue structure. The system alsp Training the Dialogue System
accommodates a simple rule-based extraction mod-
ule, which can be used to extract information fron#.1 Random strategy generation

user utterances (e.g. the user's name, which is temy it training mode, the dialogue system uses ran-
plated in subsequent system prompts in order t0 P&fym exploration: it generates different dialogue

sonalize the dialogue). strategies by choosing randomly among atiewed
actionsin the choice-states. Note that dialogue gen-
eration is constrained to contain certain fixed actions
The (memory-based) classifier uses a rich set of fethat are essential for task completion (e.g. asking the
tures for accurate classification, including wordsexercise barrier, giving a solution, closing the ses-
phrases, regular expressions, domain-specific worgion). This excludes a vast number of useless strate-
relations (using a taxonomy-plugin) and syntactigies from exploration by the system. Still, given all
cally motivated expressions. For utterance parsction choices and possible user reactions, the total
ing we used a memory-based shallow parser, calledimber of unique dialogues that can be generated by
794
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Component Description Da | De
StartSession Dialogue openings, including various greetings . .
PersonalQuestionnairg Personal questions, e.g. name; age; hobbies; intehestsare you today? °
ElizaChitChat Eliza-like chit-chat, e.gplease go on...

ExerciseChitChat Chit-chat about exercise, eltave you been doing any exercise this week? o
Barrier Prompts concerning the barrier, e.g. ask the barrier;drararification; ask a rephrase e .
Solution Prompts concerning the solution, e.g. give the solutiorifyvasefulness . .
GiveBenefits Talk about the benefits of exercising

AskCommitment Ask user to commit his implementation of the given solution .
Encourage Encourage the user to work on the given solution . °
GiveJoke The humor component: ask if the user wants to hear a jokeaediom jokes ) .
VerifyCloseSession Verification for closing the sessioarg you sure you want to close this sessjon? ) o
CloseSession Dialogue endings, including various farewells . .

Table 3: Components in the dialogue component library. aketivo columns show which of the compo-
nents was used in the learned poligy,)(and the expert policyp(.), discussed in section G means the
component is always usedmeans it is sometimes used, depending on the dialogue state.

the system is approximately 345000 (many of whiclsystem’s classification accuracy depends largely on
are unlikely to ever occur). During training, the systhe user’s barrier. To prevent classification accuracy
tem generated 490 different strategies. There are distorting the user evaluations, we asked the subjects
choice-states that can actually occur in a dialogu¢o act as if they had one of five predefined exercise
In our training dialogues, the opening state was olbarriers (e.glmagine that you don't feel comfort-
viously visited most frequently (572 times), almostable exercising in public. See what the advisor rec-
60% of all states was visited at least 50 times, andmmends for this barrier to your exercjse
only 16 states were visited less than 10 times.

5 Dialogue Policy Optimization with
4.2 The reward model Reinforcement Learning
When the dialogue has reached its final state, a sur-
vey is presented to the user for dialogue evaluatiofReinforcement learning refers to a class of machine
The survey consists of five statements that can eal§arning algorithms in which an agent explores an
be rated on a five-point scale (indicating the usergnvironment and takes actions based on its current
level of agreement). The responses are mapped $ite. In certain states, the environment provides
rewards of -2 to 2. The statements we used are parfly 'eward. Reinforcement learning algorithms at-
based on the user survey that was used in (Singht&mpt to find the optimal policy, i.e. the policy that
al., 2002). We considered these statements to refléggximizes cumulative reward for the agent over the
the most important aspects of conversation that af@urse of the problem. In our case, a policy can be
relevant for learning a good dialogue policy. Theseen as a mapping from the dialogue states to the

five statements we used are listed below. possible actions in those states. The environment is
typically formulated as a Markov decision process
M1 Overall, this conversation went well (MDP).
M2 The system understood what | said The idea of using reinforcement learning to au-
M3 | knew what | could say at each point in the dialogue  tomate the design of strategies for dialogue systems
M4 | found this conversation engaging was first proposed by Levin et al. (2000) and has

subsequently been applied in a.o. (Walker, 2000;
Singh et al.,, 2002; Frampton and Lemon, 2006;
4.3 Training set-up Williams et al., 2005).

M5 The system provided useful advice

Eight subjects carried out a total of 572 conversa- .

tions with the system. Because of the variety of posEE'l Markov decision processes
sible exercise barriers known by the system (52 ikVe follow past lines of research (such as Levin et
total) and the fact that some of these barriers ai., 2000; Singh et al., 2002) by representing a dia-

more complex or harder to detect than others, thegue as a trajectory in the state space, determined
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process is completed, by selecting the action with

the maximum Q-value (the maximum expected fu-

ture reward) at each choice-state, we can obtain the
optimal dialogue policyr.

by the user responses and system actiens=-"%
a,1r2 an ,T'n . . g ,T;

S92 ... 8p Sp+1, 1N whichs; —% Sit+1

means that the system performed actigrin state

s;, received rewardr; and changed to state_ ;.

In our system, a state is a dialogue context vectcg Results and Discussion

of feature values. This feature vector contains the

available information about the dialogue so far thag.1 Reward analysis

is relevant for deciding what action to take next ingiq ,ve 1 shows a graph of the distribution of the five
the current dialogue state. We want the System (e ant evaluation measures in the training data
learn the optimal decisions, i.e. to choose the actlor@ee section 4.2 for the statement wordings). M1
that maximize the expected reward. is probably the most important measure of success.
The distribution of this reward is quite symmetri-
cal, with a slightly higher peak in the positive area.
The field of reinforcement learning includes manyrne distribution of M2 shows that M1 and M2 are
algorithms for finding the optimal policy in an MDP ygjated. From the distribution of M4 we can con-
(see Sutton and Barto, 1998). We applied the algejude that the majority of dialogues during the train-
rithm of (Singh et al., 2002), as their experimentalng phase was not very engaging. Users obviously
set-up is similar to ours, constisting of: generatioygq g good feeling about what they could say at each
of (limited) exploratory dialogue data, using a trainpoint in the dialogue (M3), which implies good qual-
ing system; creating an MDP from these data ang, of the system prompts. The judgement about the
the rewards assigned by the training users; off-lingsefulness of the provided advice is pretty average,
policy learning based on this MDP. tending a bit more to negative than to positive. We
The Q-function for a certain action taken in a cergg think that this measure might be distorted by the
tain state describes the total reward expected bgict that we asked the subjectsitoaginethat they
tween taking that action and the end of the dialogugaye the given exercise barriers. Furthermore, they
For each state-action pas, a), we calculated this were sometimes confronted with advice that had al-

expected cumulative rewatfl(s, a) of taking action ready been presented to them in earlier conversa-
a from states, with the following equation (Sutton tjions.

and Barto, 1998; Singh et al., 2002):

5.2 Q-value iteration

Reward distributions
250

Q(s.0) = Bs,0) + 7Y P(&ls,)max Q')
! 1)

where: P(s'|s,a) is the probability of a transition
from states to states’ by taking actiona, and
R(s,a) is the expected reward obtained when tak-

150

Number of dialogues

100

ing actiona in states. v is aweight 0 < v < 1), o N
that discounts rewards obtained later in time when - e
it is set to a value< 1. In our system;y was set . - - ]

Reward

to 1. Equation 1 is recursive: the Q-value of a cer-
tain state is computed in terms of the Q-values ofFigure 1. Reward distributions in the training data.
its successor states. The Q-values can be estimated
to within a desired threshold using Q-value iteration In our analysis of the users’ rewarding behavior,
(Sutton and Barto, 1998). Once the value iteratiowe found several significant correlations. We found
B T—— _ _ ) that longer dialogues>( 3 user turns) are appreci-
In our experiments, we did not make use of immediate re-t d th hort A t hich
warding (e.g. at every turn) during the conversation. Rewar At€d MOre than shor ones: (4 user tumns), whic

were given after the final state of the dialogue had been egach seems rather logical, as dialogues in which the user
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barely gets to say anything are neither natural non Table 2). For instance, in the, policy, the deci-
engaging. sion in the last row of the table (give a joke or not),
We also looked at the relationship between useatepends on whether or not there has been a classifi-
input verification and the given rewards. Our intu-<cation failure (i.e. a communication problem earlier
ition is that the choice of barrier verification is onein the dialogue). If there has been a classification
of the most important choices the system can maklailure, the policy prescribes the decisioatto give
in the dialogue. We found that it is much better taa joke, as it was not appreciated by the training users
first verify the detected barrier than to immediatelyin that context. Otherwise, if there were no commu-
give advice. The percentage of appropriate advicgication problems during the conversation, the users
provided in dialogues with barrier verification is sig-did appreciate a joke.

nificantly higher than in dialogues without verifica-
tion. 6.3 Evaluation

In several states of the dialogue, we let the sysye compared the learned dialogue policy with a pol-
tem choose from dlfferent_wo@ngs of the systerrilcy which was independently hand-designed by ex-
prompt. One of these choices is whether 0 use gkt for this system. The decisions made in the
open question to ask what the user's barrieHeW  |eamed strategy were very similar to the ones made

can | help you}, or a directive questionTell me  py the experts, with only a few differences, indicat-
what is preventing you from exercising mgreThe  jng that the automated method would indeed per-

motivation behind the open question is that the Us§grm as well as an expert. The main differences
gets the initiative and is basically free to talk aboufyere the inclusion of a personal questionnaire for re-
anything he/she likes. Naturally, the advantage Qhtion building at the beginning of the dialogue and
directive questions is that the chance of making clag; commitment question at the end of the dialogue.
sification errors is much lower than with open quesangther difference was the more restricted use of
tions because the user will be better able o0 asseg humour element, described in section 6.2 which
what kind of answer the system expects. Dialoguggims out to be intuitively better than the expert's de-
in which the key-question (asking the user's barrienjsion to simply always include a joke. Of course,
was directive, were rewarded more positively thakye can only draw conclusions with regard to the ef-
dialogues with the open question. fectiveness of these two policies if we empirically
compare them with real test users. Such evaluations
are planned as part of our future research.

We learned a different policy for each evaluation As some additional evidence against the possibil-
measure separately (by only using the rewards givgfy that the learned policy was generated by chance,
for that particular measure), and a policy based ofe performed a simple experiment in which we took
a combination (sum) of the rewards for all evaluseveral random samples of 300 training dialogues
ation measures. We found that the learned policitom the complete training set. For each sample, we
based on the combination of all measures, and thearned the optimal policy. We mutually compared
policy based on measure M1 alon®verall, this these policies and found that they were very similar:
conversation went wellwere nearly identical. Ta- only in 15-20% of the states, the policies disagreed
ble 4 compares the most important decisions of thgn which action to take next. On closer inspection
different policies. For convenience of comparisonye found that this disagreement mainly concerned
we only listed the main, structural choices. Table 3tagtes that were poorly visited (1-10 times) in these
shows which of the dialogue components in the lisamples. These results suggest that the learned pol-
brary were used in the learned and the expert poliCjsy is unreliable at infrequently visited states. Note

Note that, for the sake of clarity, the state descriphowever, that all main decisions listed in Table 4 are
tions in Table 4 are basically summaries ofasetof
more specific states since a state is a specific repre-“The experts were a team made up of psychologists with
. . . experience in the psychology of health behaviour change and
sentation of the dialogue context at a particular My scientist with experience in the design of automated giao
ment (composed of the values of the features listegystems.
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State description Action choices p1 | p2 [ D3 | pa | p5 | pa | Pe

After greeting the user - ask the exercise barrier . . .
- ask personal information . . ° °
- chit-chat about exercise

When asking the barrier - use a directive question . . . . . . .
- use an open question

User gives exercise barrier | - verify detected barrier . . . . . . .
- give solution

User rephrased barrier - verify detected barrier . . . . . .
- give solution °

Before presenting solution - ask if the user wants to see a solution for the barfier .
- give a solution . . . ° . °

After presenting solution - verify solution usefulness . . . . . °
- encourage the user to work on the given solution .
- ask user to commit solution implementation

User found solution useful - encourage the user to work on the solution . . . .
- ask user to commit solution implementation . . °

User found solution not useful - give another solution . . . . . . .
- ask the user wants to propose his own solution

After giving second solution | - verify solution usefulness . .
- encourage the user to work on the given solution . . ° .
- ask user to commit solution implementation .

End of dialogue - close the session . . .
- ask if the user wants to hear a joke . . ° .

Table 4. Comparison of the most important decisions madéd&yearned policiesp,, is the policy based
on evaluation measure p, is the policy based on all measurgs;contains the decisions made by experts
in the manually designed policy.

made at frequently visited states. The only disagree- The automatically generated dialogue policy is
ment in frequently visited states concerned systenvery similar (see Table 4) —but arguably improved in
prompt choices. We might conclude that these pamany details— to the hand-designed policy for this
ticular (often very subtle) system-prompt choicesystem. Automatically learning dialogue policies
(e.g. careful versus direct formulation of the exercisalso allows us to test a number of interesting issues
barrier) are harder to learn than the more noticablie parallel, for example, we have learned that users

dialogue structure-related choices. appreciated dialogues that were longer, starting with
some personal questions (&ihat is your name?,
7 Conclusions and Future Work What are your hobbie3? We think that altogether,

this relation building component gave the dialogue
We have explored reinforcement learning for autoa more natural and engaging character, although it
matic dialogue policy optimization in a question-was left out in the expert strategy.
based motivational dialogue system. Our system can\e think that the methodology described in this
automatically compose a dialogue strategy from a lbaper may be able to yield more effective dialogue
brary of dialogue components, that is very similapolicies than experts. Especially in complicated di-
to a manually designed expert strategy, by learninglogue systems with large state spaces. In our sys-
from user feedback. tem, state representations are composed of multiple
Thus, in order to build a new dialogue systemgontext feature values (e.g. communication problem
dialogue system engineers will have to set up earlier in the dialogue, the confidence of the utter-
rough dialogue template containing several ‘multiance classifier). Our experiments showed that some-
ple choice’-action nodes. At these nodes, variougmes different decisions were learned in dialogue
dialogue components or prompt wordings (e.g. ercontexts where only one of these features was differ-
tertaining parts, clarification questions, social diaent (for example use humour only if the system has
logue, personal questions) from an existing or sellseen successful in recognising a user’s exercise bar-
made library can be plugged in without knowing berier): all context features are implicitly used to learn
forehand which of them would be most effective. the optimal decisions and when hand-designing a di-
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alogue policy, experts can impossibly take into ac- ment Learning On Both Conversants.Proceedings of
count all possible different dialogue contexts. HLT/NAACL
With respect to future work, we plan to examineMatthew Frampton and Oliver Lemon. 2006. Learning More
: ; : ;1 Effective Dialogue Strategies Using Limited Dialogue Move
the impact o_f_dlfferent state representations. We did FeaturesProceedings of the Annual Meeting of the ACL
not yet empirically compare the effects of each fea-

; ; ; ; James Henderson, Oliver Lemon, and Kallirroi Georgila.5200
ture Or;]pO“(r:]y Iearnl?g O(; (.%‘Xpegjnent with other lfea d Hyt_)ri_d Reinforcement/Supervised Learning for Dialogue
tures than the ones listed in Table 2. As Tetreault and pojicies from COMMUNICATOR DatalJCAl workshop on
Litman (2006) show, incorporating more or different Knowledge and Reasoning in Practical Dialogue Systems
information into the state representation might howgsther Levin, Roberto Pieraccini, and Wieland Eckert. 2080
ever result in different policies. Stochastic Model of Human-Machine Interaction for Learn-

Furthermore, we will evaluate the actual generic- ing Dialog Strategies.|[EEE Trans. on Speech and Audio
. ’ ) . . Processing\ol. 8, No. 1, pp. 11-23.
ity of our approach by applying it to different do-

; ; ; Diane J. Litman and Shimei Pan. 2002. Designing and Eval-
mains. As part of that, we will look at automatically Lating an Adaptive Spoken Dialogue Systebiser Model-

mining libraries of dialogue components from ex- ingand User-Adapted Interactioplume 12, Issue 2-3, pp.
isting dialogue transcript data (e.g. available scripts 111-137.
or transcripts of films, tv series and interviews cOngaren K. Liu and Rosalind W. Picard. 2005. Embedded Em-
taining real-life examples of different types of dia- pathy in Continuous, Interactive Health Assessme@til
logue). These components can then be plugged intolwoaksgo'o on HCI Challenges in Health AssessmPot}-
. . . and, Oregon.

our current adaptive system in order to discover what
works best in dialogue for new domains. We shoulfreetam Maloor and Joyce Chai. 2000. Dynamic User Level

h h di h , d'. | and Utility Measurement for Adaptive Dialog in a Help-
note here that extending the system's dialogue COmM- pesk SystemProceedings of the 1st Sigdial Workshop

ponent library will automatically increase the Statel’im Paek and David M. Chickering. 2005. The Markov As-

space and thus pOIi.C)./ generation ?nd optimiza_tion sumption in Spoken Dialogue ManagemeRtoceedings of
will become more difficult and require more train- SIGDIAL 2005

ing data. It will therefore be very important to care-\jatthew Rudary, Satinder Singh, and Martha E. Pollack.
fully control the size of the state space and the global 2004. Adaptive cognitive orthotics: Combining reinforce-

; ment learning and constraint-based temporal reasofira.
structure of the dialogue. ceedings of the 21st International Conference on Machine
Learning
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