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Abstract

This paper describes adaptations of unsu-
pervised word sense discrimination tech-
niques to the problem of name discrimina-
tion. These methods cluster the contexts
containing an ambiguous name, such that
each cluster refers to a unique underlying
person or place. We also present new tech-
niques to assign meaningful labels to the
discovered clusters.

1 Introduction

A name assigned to an entity is often thought to be
a unique identifier. However this is not always true.
We frequently come across multiple people sharing
the same name, or cities and towns that have iden-
tical names. For example, the top ten results for
a Google search of John Gilbert return six differ-
ent individuals: A famous actor from the silent film
era, a British painter, a professor of Computer Sci-
ence, etc. Name ambiguity is relatively common,
and makes searching for people, places, or organiza-
tions potentially very confusing.

However, in many cases a human can distinguish
between the underlying entities associated with an
ambiguous name with the help of surrounding con-
text. For example, a human can easily recognize that
a document that mentions Silent Era, Silver Screen,
and The Big Parade refers to John Gilbert the ac-
tor, and not the professor. Thus the neighborhood of
the ambiguous name reveals distinguishing features
about the underlying entity.
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Our approach is based on unsupervised learning
from raw text, adapting methods originally proposed
by (Purandare and Pedersen, 2004). We do not
utilize any manually created examples, knowledge
bases, dictionaries, or ontologies in formulating our
solution. Our goal is to discriminate among multi-
ple contexts that mention a particular name strictly
on the basis of the surrounding contents, and assign
meaningful labels to the resulting clusters that iden-
tify the underlying entity.

This paper is organized as follows. First, we re-
view related work in name discrimination and clus-
ter labeling. Next we describe our methodology
step-by-step and then review our experimental data
and results. We conclude with a discussion of our
results and outline our plans for future work.

2 Related Work

A number of previous approaches to name discrim-
ination have employed ideas related to context vec-
tors. (Bagga and Baldwin, 1998) proposed a method
using the vector space model to disambiguate ref-
erences to a person, place, or event across mul-
tiple documents. Their approach starts by using
the CAMP system to find related references within
a single document. For example, it might deter-
mine that he and the President refers to Bill Clin-
ton. CAMP creates co-reference chains for each en-
tity in a single document, which are then extracted
and represented in the vector space model. This
model is used to find the similarity among referents,
and thereby identify the same referent that occurs in
multiple documents.

(Mann and Yarowsky, 2003) take an approach to
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name discrimination that incorporates information
from the World Wide Web. They propose to use
various contextual characteristics that are typically
found near and within an ambiguous proper-noun
for the purpose of disambiguation. They utilize cat-
egorical features (e.g., age, date of birth), familial
relationships (e.g., wife, son, daughter) and associ-
ations that the entity frequently shows (e.g. coun-
try, company, organization). Such biographical in-
formation about the entities to be disambiguated is
mined from the Web using a bootstrapping method.
The Web pages containing the ambiguous name are
assigned a vector depending upon the extracted fea-
tures and then these vectors are grouped using ag-
glomerative clustering.

(Pantel and Ravichandran, 2004) have proposed
an algorithm for labeling semantic classes, which
can be viewed as a form of cluster. For example, a
semantic class may be formed by the words: grapes,
mango, pineapple, orange and peach. ldeally this
cluster would be labeled as the semantic class of
fruit. Each word of the semantic class is represented
by a feature vector. Each feature consists of syn-
tactic patterns (like verb-object) in which the word
occurs. The similarity between a few features from
each cluster is found using point-wise mutual infor-
mation (PMI) and their average is used to group and
rank the clusters to form a grammatical template or
signature for the class. Then syntactic relationships
such as Noun like Noun or Noun such as Noun are
searched for in the templates to give the cluster an
appropriate name label. The output is in the form
of a ranked list of concept names for each semantic
class.

3 Feature Identification

We start by identifying features from a corpus of
text which we refer to as the feature selection data.
This data can be the test data, i.e., the contexts to be
clustered (each of which contain an occurrence of
the ambiguous name) or it may be a separate cor-
pus. The identified features are used to translate
each context in the test data to a vector form.

We are exploring the use of bigrams as our fea-
ture type. These are lexical features that consist of
an ordered pair of words which may occur next to
each other, or have one intervening word. We are
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interested in bigrams since they tend to be less am-
biguous and more specific than individual unigrams.
In order to reduce the amount of noise in the feature
set, we discard all bigrams that occur only once, or
that have a log-likelihood ratio of less than 3.841.
The latter criteria indicates that the words in the bi-
gram are not independent (i.e., are associated) with
95% certainty. In addition, bigrams in which either
word is a stop word are filtered out.

4 Context Representation

We employ both first and second order representa-
tions of the contexts to be clustered. The first order
representation is a vector that indicates which of the
features identified during the feature selection pro-
cess occur in this context.

The second order context representation 1is
adapted from (Schiitze, 1998). First a co-occurrence
matrix is constructed from the features identified in
the earlier stage, where the rows represent the first
word in the bigram, and the columns represent the
second word. Each cell contains the value of the
log-likelihood ratio for its respective row and col-
umn word-pair.

This matrix is both large and sparse, so we use
Singular Value Decomposition (SVD) to reduce the
dimensionality and smooth the sparsity. SVD has
the effect of compressing similar columns together,
and then reorganizing the matrix so that the most
significant of these columns come first in the ma-
trix. This allows the matrix to be represented more
compactly by a smaller number of these compressed
columns.

The matrix is reduced by a factor equal to the min-
imum of 10% of the original columns, or 300. If
the original number of columns is less than 3,000
then the matrix is reduced to 10% of the number
of columns. If the matrix has greater than 3,000
columns, then it is reduced to 300.

Each row in the resulting matrix is a vector for the
word the row represents. For the second order repre-
sentation, each context in the test data is represented
by a vector which is created by averaging the word
vectors for all the words in the context.

The philosophy behind the second order repre-
sentation is that it captures indirect relationships
between bigrams which cannot be done using the



first order representation. For example if the word
ergonomics occurs along with science, and work-
place occurs with science, but not with ergonomics,
then workplace and ergonomics are second order
co-occurrences by virtue of their respective co-
occurrences with science.

Once the context is represented by either a first
order or a second order vector, then clustering can
follow. A hybrid method known as Repeated Bisec-
tions is employed, which tries to balance the quality
of agglomerative clustering with the speed of parti-
tional methods. In our current approach the number
of clusters to be discovered must be specified. Mak-
ing it possible to automatically identify the number
of clusters is one of our high priorities for future
work.

S Labeling

Once the clusters are created, we assign each cluster
a descriptive and discriminating label. A label is a
list of bigrams that act as a simple summary of the
contents of the cluster.

Our current approach for descriptive labels is to
select the top N bigrams from contexts grouped in a
cluster. We use similar techniques as we use for fea-
ture identification, except now we apply them on the
clustered contexts. In particular, we select the top 5
or 10 bigrams as ranked by the log-likelihood ratio.
We discard bigrams if either of the words is a stop-
word, or if the bigram occurs only one time. For dis-
criminating labels we pick the top 5 or 10 bigrams
which are unique to the cluster and thus capture the
contents that separates one cluster from another.

6 Experimental Data

Our experimental data consists of two or more un-
ambiguous names whose occurrences in a corpus
have been conflated in order to create ambiguity.
These conflated forms are sometimes known as
pseudo words. For example, we take all occurrences
of Tony Blair and Bill Clinton and conflate them into
a single name that we then attempt to discriminate.
Further, we believe that the use of artificial pseudo
words is suitable for the problem of name discrim-
ination, perhaps more so than is the case in word
sense disambiguation in general. For words there is
always a debate as to what constitutes a word sense,
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and how finely drawn a sense distinction should be
made. However, when given an ambiguous name
there are distinct underlying entities associated with
that name, so evaluation relative to such true cate-
gories is realistic.

Our source of data is the New York Times (Jan-
uary 2000 to June 2002) corpus that is included as a
part of the English GigaWord corpus.

In creating the contexts that include our conflated
names, we retain 25 words of text to the left and also
to the right of the ambiguous conflated name. We
also preserve the original names in a separate tag for
the evaluation stage.

We have created three levels of ambiguity: 2-way,
3-way, and 4-way. In each of the three categories we
have 3-4 examples that represent a variety of differ-
ent degrees of ambiguity. We have created several
examples of intra-category disambiguation, includ-
ing Bill Clinton and Tony Blair (political leaders),
and Mexico and India (countries). We also have
inter-category disambiguation such as Bayer, Bank
of America, and John Grisham (two companies and
an author).

The 3-way examples have been chosen by adding
one more dimension to the 2-way examples. For ex-
ample, Ehud Barak is added to Bill Clinton and Tony
Blair, and the 4-way examples are selected on simi-
lar lines.

7 Experimental Results

Table 1 summarizes the results of our experiments in
terms of the F-Measure, which is the harmonic mean
of precision and recall. Precision is the percentage
of contexts clustered correctly out of those that were
attempted. Recall is the percentage of contexts clus-
tered correctly out of the total number of contexts
given.

The variable M in Table 1 shows the number of
contexts of that target name in the input data. Note
that we divide the total input data into equal-sized
test and feature selection files, so the number of fea-
ture selection and test contexts is half of what is
shown, with approximately the same distribution of
names. (N) specifies the total number of contexts in
the input data. MAJ. represents the percentage of
the majority name in the data as a whole, and can be
viewed as a baseline measure of performance that



Table 1: Experimental Results (F-measure)

MAJ. | K Order 1 Order 2
Target Word(M);+ N) FSD | TST | FSD | FSD/S | TST \ TST/S
BAYER(1271); 600 | 2| 672 | 686 |71.0 | 513 |69.2 | 532
BOAMERICA(846) QU17) | 6 | 374 | 339 |472 | 533 |428 | 49.6
BCLINTON(1900); 500 | 2| 8.2 | 87.6 | 81.1 | 812 |81.2| 703
TBLAIR(1900) (3800) | 6 | 585 | 616 | 61.8 | 714 |615 | 723
MEX1C0(1500); 500 | 2| 423 | 524 | 527 | 545 | 526 | 545
INDIA(1500) (3000) | 6 | 284 | 366 | 375 | 490 |379 | 524
THANKS(817); 556 | 2| 612 | 653 | 614 | 567 | 614 | 56.7
RCROWE(652) (1469) | 6 | 363 | 41.2 | 385 | 520 |399 | 478
BAYER(1271);BOAMERICA(846); | 43.2 3| 697 | 737 | 57.1 | 5477 | 55.1 | 54.7
JGRISHAM(828); (2945) | 6 | 31.5 | 384 | 327 | 53.1 |328 | 528
BCLINTON(1900); TBLAIR(1900); | 333 | 3 | 514 | 564 | 47.7 | 448 |47.7 | 449
EBARAK(1900); (5700) | 6 | 58.0 | 54.1 | 43.8 | 48.1 |43.7 | 48.1
MEXIC0(1500);INDIA(1500); 333 | 3| 404 | 41.7 | 38.1 | 365 |382| 374
CALIFORNIA(1500) (4500) | 6 | 315 | 384 | 327 | 362 |328 | 36.2
THANKS(817);RCROWE(652); 354 | 4 | 4277 | 61.5 | 429 | 385 | 427 | 37.6
BAYER(1271);BOAMERICA(846) | (3586) | 6 | 47.0 | 53.0 | 439 | 34.0 |435 | 34.6
BCLINTON(1900); TBLAIR(1900); | 250 | 4 | 484 | 523 | 442 | 50.1 |44.7 | 514
EBARAK(1900); VPUTIN(1900) (7600) | 6 | 51.8 | 47.8 | 434 | 493 |444 | 50.6
MEXI1C0(1500);INDIA(1500); 250 | 4 | 344 | 357 | 292 | 274 |29.2 | 27.1
CALIFORNIA(1500);PERU(1500) | (6000) | 6 | 31.3 | 32.0 | 273 | 272 |272 | 272

Table 2: Sense Assignment Matrix (2-way)

TBlair | BClinton
CO | 784 50 834
Cl 139 845 984
923 895 1818

would be achieved if all the contexts to be clustered
were placed in a single cluster.

K is the number of clusters that the method will
attempt to classify the contexts into. FSD are the
experiments where a separate set of data is used as
the feature selection data. TST are the experiments
where the features are extracted from the test data.
For FSD and TST experiments, the complete context
was used to create the context vector to be clustered,
whereas for FSD/S and TST/S in the order 2 experi-
ments, only the five words on either side of the target
name are averaged to form the context-vector.

For each name conflated sample we evaluate our
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Table 3: Sense Assignment Matrix (3-way)

BClinton | TBlair | EBarak
COo 617 57 30 704
Cl 65 613 558 1236
C2 215 262 356 833
897 932 944 2773

methods by setting K to the exact number of clus-
ters, and then for 6 clusters. The motivation for the
higher value is to see how well the method performs
when the exact number of clusters is unknown. Our
belief is that with an artificially- high number spec-
ified, some of the resulting clusters will be nearly
empty, and the overall results will still be reason-
able. In addition, we have found that the precision
of the clusters associated with the known names re-
mains high, while the overall recall is reduced due to
the clusters that can not be associated with a name.

To evaluate the performance of the clustering,



Table 4: Labels for Name Discrimination Clusters (found in Table 1)

Original Name ‘ Type ‘ Created Labels

CLUSTER O: Desc. | Britain, British Prime, Camp David, Middle East, Minister, New York,
TONY Prime, Prime Minister, U S, Yasser Arafat

BLAIR Disc. | Britain, British Prime, Middle East, Minister, Prime, Prime Minister
CLUSTER 1: Desc. | Al Gore, Ariel Sharon, Camp David, George W, New York, U S, W Bush,
BILL White House, prime minister

CLINTON Disc. | Al Gore, Ariel Sharon, George W, W Bush

CLUSTER 2: Desc. | Bill Clinton, Camp David, New York, President, U S, White House,
EHUD Yasser Arafat, York Times, minister, prime minister

BARAK Disc. | Bill Clinton, President, York Times, minister

a contingency matrix (e.g., Table 2 or 3) is con-
structed. The columns are re-arranged to maximize
the sum of the cells along the main diagonal. This
re-arranged matrix decides the sense that gets as-
signed to the cluster.

8 Discussion

The order 2 experiments show that limiting the
scope in the test contexts (and thereby creating an
averaged vector from a subset of the context) is more
effective than using the entire context. This corre-
sponds to the findings of (Pedersen et.al., 2005). The
words closest to the target name are most likely to
contain identifying information, whereas those that
are further away may be more likely to introduce
noise.

As the amount and the number of contexts to be
clustered (and to be used for feature identification)
increases, the order 1 context representation per-
forms better. This is because in the larger samples of
data it is more likely to find an exact match for a fea-
ture and thereby achieve overall better results. We
believe that this is why the order 1 results are gener-
ally better for the 3-way and 4-way distinctions, as
opposed to the 2-way distinctions. This observation
is consistent with earlier findings by Purandare and
Pedersen for general English text.

An example of a 2-way clustering is shown in Ta-
ble 2, where Cluster O is assigned to Tony Blair, and
Cluster 1 is for Bill Clinton. In this case the preci-
sion is 89.60 ((1629/1818)*100), whereas the recall
is 85.69 ((1629/1818+83)*100). This suggests that
there were 83 contexts that the clustering algorithm
was unable to assign, and so they were not clustered
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and removed from the results.

Table 3 shows the contingency matrix for a 3-
way ambiguity. The distribution of contexts in clus-
ter O show that the single predominant sense in the
cluster is Bill Clinton, but for cluster 1 though the
number of contexts indicate clear demarcation be-
tween BClinton and TBlair, this distinction gets less
clear between TBlair and EBarak. This suggests that
perhaps the level of details in the New York Times
regarding Bill Clinton and his activities may have
been greater than that for the two non-US leaders,
although we will continue to analyze results of this
nature.

We can see from the labeling results shown in Ta-
ble 4 that clustering performance affects the quality
of cluster labels. Thus the quality of labels for clus-
ter assigned to BClinton and TBlair are more sug-
gestive of the underlying entity than are the labels
for EBarak clusters.

9 Future Work

We wish to supplement our cluster labeling tech-
nique by using World Wide Web (WWW) based
methods (like Google-Sets) for finding words related
to the target name and other significant words in the
context. This would open up a venue for large and
multi-dimensional data. We are cautious though that
we would have to deal with the problems of noisy
data that WWW brings along with the good data.
Another means of improving the clustering labeling
will be using WordNet::Similarity to find the relat-
edness amongst the words from the cluster using the
knowledge of WordNet as is also proposed by (Mc-
Carthy et.al., 2004).



Currently the number of clusters that the con-
texts should be grouped into has to be specified by
the user. We wish to automate this process such
that the clustering algorithm will automatically de-
termine the optimal number of clusters. We are ex-
ploring a number of options, including the use of
GAP statistic (Tibshirani et.al., 2000).

For the order 2 representation of the contexts there
is considerable noise induced in the resulting con-
text vector because of the averaging of all the word-
vectors. Currently we reduce the noise in the av-
eraged vector by limiting the word vectors to those
associated with words that are located near the tar-
get name. We also plan to develop methods that se-
lect the words to be included in the averaged vec-
tor more carefully, with an emphasis on locating the
most content rich words in the context.

Thus far we have tested our methods for one-
to-many discrimination. This resolves cases where
the same name is used by multiple different peo-
ple. However, we will also test our techniques for
the many-to-one kind ambiguity that occurs when
the same person is referred by multiple names, e.g.,
President Bush, George Bush, Mr. Bush, and Presi-
dent George W. Bush.

Finally, we will also evaluate our method on real
data. In particular, we will use the John Smith Cor-
pus as compiled by Bagga and Baldwin, and the
name data generated by Mann and Yarowsky for
their experiments.

10 Conclusions

We have shown that word sense discrimination tech-
niques can be extended to address the problem of
name discrimination. The experiments with second
order context representation work better with limited
or localized scope. As the dimensionality of the am-
biguity increases first order context representation
out-performs second order representation. The la-
beling of clusters using the simple technique of sig-
nificant bigram selection also shows encouraging re-
sults which highly depends on the performance of
the clustering of contexts.
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