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Abstract

As mobile computing and communica-
tions have become popular, predictive
text entry systems have become an in-
creasingly important technology. Ex-
isting methods still need refinement,
though, with respect to personaliza-
tion, especially how to acquire vocab-
ulary not pre-registered in the system
dictionary. In this paper, we report
on an automatic method that dynami-
cally obtains a user specific vocabulary
from the user’s unanalyzed documents.
When a user makes an entry, the sys-
tem dynamically extracts the corre-
sponding chunks from the user text
and suggests them along with words
suggested by the dictionary. With our
method, texts in a particular style or
concerning a specific domain can be en-
tered using a predictive text entry sys-
tem. We verified that a large amount
of words not registered in the dictio-
nary can be entered using our method.

1 Introduction

Recent advances in technologies now allow var-
ious means of information entry, such as char-
acter or speech recognition. Still, entry using a
keyboard remains dominant because of its ease
of implementation and its utility.

While various text entry methods can be used
with a keyboard, our concern in this paper is
predictive text entry. Any predictive method
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allows text to be entered continuously in three
stages:

1. The user enters an ambiguous character se-
quence
2. The text entry system looks for correspond-
ing candidates in a dictionary pre-attached
to the software. It sorts the candidates with
regard to the context and displays them to
the user.
3. The user chooses his preferred word from
among the candidates.
For example, Chinese pinyin-hanji conversion is
a predictive text entry having an ambiguous se-
quence being pin yin and target words which are
hanji words.

Historically, such predictive text entry sys-
tems have been popular only in East Asian coun-
tries whose languages use many characters. The
problem with these languages was that the num-
ber of characters to be handled exceeds the num-
ber of keys on a keyboard. Therefore, predictive
text entry was invented to enable projection of a
wide range of characters using the limited num-
ber of keys on a keyboard.

This problem has become more international
as smaller machines have been developed. Cur-
rent devices can be as small as a wristwatch
(IBM, 2001), so the number of characters in
any language will exceed the number of buttons
available for input. As a result, predictive text
entry has been widely discussed in the academic
and industrial domains. The T9 method of en-
tering a digit sequence and predicting words is
an example of one way to deal with this problem
(Tegic, 2000). Research has even shown that an
entry can be made with reasonable efficiency us-
ing only four buttons if a predictive text entry
method is applied (Tanaka-Ishii et al., 2002).

The major drawback to this predictive text



Table 1: The Rate of Unknown Words
title (English) R1 R2
Adventures Of Sherlock 2.54 7.48
Holmes

Chat 14.78 | 15.11
The Merchant of Venice 7.34 | 13.00
Patent 2.94 7.74
RFC1459(Protocol Manual) 3.16 | 15.55
title (Japanese) R1 R2
Patent 2.76 | 17.35
RFC1459] 16.36 | 38.13
Tales of Genji (89 th cen- | 13.03 2.91
tury)

I am a Cat (19 th century) 6.40 2.35
Chat 13.20 | 13.97

entry method is related to the dictionary use.
The user cannot enter words not registered in
the dictionary (what we refer to as unregis-
tered words in the following). Thus, a conven-
tional predictive entry system cannot easily han-
dle text written using a special vocabulary or in
an unusual style; for example, text written in a
particular dialect, or using old words or words
with specific technical meanings.

This problem is currently handled through the
creation of a user dictionary. Users can enter
unregistered words in some way (e.g., charac-
ter by character) and register the words into the
user dictionary. After that, the system ranks
these words highly when the user enters the cor-
responding sequence. However, it is the user’s
responsibility to register the vocabulary into the
user dictionary and this often becomes a cum-
bersome task.

To alleviate this problem, some companies of-
fer dictionaries of vocabularies from specific do-
mains; for example, the chat dictionary or a dic-
tionary of dialect (JustSystems, 2002). How-
ever, the style that any one user enters into a
computer is likely to be unique, or more pre-
cisely, user specific.

We therefore propose a better method that
works by dynamically processing a small user
corpus. This is based on an interesting observa-
tion that a user typically reuses vocabulary at
a 70% rate after entry of only a small amount
of text. Based on this property, we have created
a simple predictive text entry system that dy-
namically extracts unknown words from the user

corpus. In this paper, we show how this system
solves the problem of unregistered words. We
start in the next section by explaining how we
came to observe the property that the typical
reuse rate is 70%.

2 The Property of Editorial Behavior
2.1 Data

In this paper, we discuss our experiments re-
garding English and Japanese texts. For our
research, we used texts from diverse domains in
these two languages, as shown in Table 1. Each
text reflects individual’s personal writing style.

We define an unregistered word as any vocab-
ulary not appearing in the 30-Mbyte corpus of
WSJ and Mainichi newspaper. Of course, the
word dictionary used by the predictive text en-
try can be larger. However, this won’t make any
difference regarding our basic argument in this
paper, since the problem of unregistered words
always exists no matter what size of dictionary
we use.

As our concern was the unregistered vocabu-
lary, we first investigated the percentage of un-
registered words. We measured two rates:

Rl — No. of unknown words
"~ No. of total words

(1)

_ No.of dif ferent unregistered words
N No. of dif ferent words
(2)

Japanese texts were all manually segmented
(because they contained unregistered words),
so statistics were calculated using the first 20
Kbytes of text. To be consistent, we used 20
Kbytes for English texts, too.

Table 1 shows R1 and R2 for our test texts,
with results in the upper half for English texts
and those in the lower half for Japanese. The
rate of unknown words differed according to the
type of text. It was especially high for the tech-
nical, colloquial, or old texts. Thus, both recent
and old texts can contain a large number of un-
registered words. As our registered words were
extracted from newspapers, we would guess that
newspapers usually use a standardized vocabu-
lary based on words that have been used long

R2
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Figure 1: Vocabulary Reuse Rate and Offset (English and Japanese)

enough to be well known, but not yet forgot-
ten. That unregistered words occur more in re-
cent and colloquial texts shows how serious the
problem of unregistered words can be.

2.2 Vocabulary Reuse

To improve predictive text entry, we need to pro-
vide an alternate source for finding missing vo-
cabulary so that the system may suggest words
from that source. Since the vocabulary depends
on the user’s context, it is natural to presume
that the missing vocabulary should exist within
the user’s text. Therefore, we analyzed how vo-
cabulary is reused while a user edits text.

A text is formed from a word sequence. When
a word is randomly picked from a sequence, we
can group the word into two categories: reused
or unused. Unused words appear for the first
time in the sequence, and reused words have
already appeared. Note that this differs from
the notion of unregistered words: there are un-
registered words that can be grouped as used or
reused.

We investigated how the reused word rate
changed according to the offset of a text. We
marked the text at the offset of 500 bytes and
counted the reuse word rate in the 1000-byte
window. The results are shown in Figure 1,
where the horizontal axis shows the offset from
the head of the text (in Kbytes), and the ver-
tical axis shows the vocabulary reuse rate. Re-
sults for the English texts are shown on the left,
while those for the Japanese are shown on the

right.

At the beginning of the 500-byte text, the
reuse rate was 0% and then it increased as the
text proceeded towards the end. This increase
leveled off at around 70% to 80%, curiously, in
both languages. Also, we were surprised to see
how similar nine of the texts were to each other
(the exception being the Japanese patent text).
These results suggest that contezt is provided
by 70% to 80% of the vocabulary and the story
evolves through the rest.

From this observation, we would expect a typ-
ical user to reuse text equivalent to around 70%
to 80% of the vocabulary only after an offset of
several Kbytes. If so, unregistered words must
also be reused. Therefore, we next studied the
reuse rate for unregistered words. Here, we cal-
culated the average reuse rate for unregistered
words of all text types.

Figure 2 shows our results for English and
Japanese. In both cases, the rate tended to rise
and fluctuate between 20% to 80%. Note that
this fluctuation was caused by the sparseness
and also by the unregistered word rate differing
according to the text. These results confirmed
our expectation that unregistered words are also
reused.

Our observations suggested that if unregis-
tered words can be automatically extracted from
a user corpus, they can be suggested to the user
and this will partly solve the problem of unreg-
istered words. From the next section on, we ex-
plain how we have built a system to realize this
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idea based on such a reuse property.

3 Simple Evaluation System

Here, we explain the evaluation tool we built to
verify the effectiveness of our idea. The system
makes use of a small user corpus of about 20
Kbytes from which the unregistered words are
extracted. The system is based on predictive
text entry and allows text entry by repeating
the following stages.

1. The user enters an ambiguous sequence.

2. The system looks for the corresponding
parts in the user corpus and extracts chunks
which might be the user’s target.

3. The system sorts these chunks according to
a particular evaluation function and shows
them to the user.

4. At the same time, the ordinary candidates
obtained from the system dictionary are
also shown to the user.

5. The user chooses his target from among the
two lists.

Note that stages 2 and 3 are added to the pro-
cedure we defined as predictive text entry in the
§1. As for the ambiguous sequences, we chose
to use the word-based prefix entry from among
various predictive methods. This was because
word-based entry is the simplest and most appli-
cable worldwide, and because some papers have
reported that entry by prefix increases entry effi-
ciency (Tanaka-Ishii et al., 2000). Precisely, for
English, we chose single-tap entry method for

mobile phone with alphabet assignment of Fig-
ure 3 (similar to ZI’s method (ZI-Corp., 2000))
on digits and for Japanese, we chose word-based
kana-kanji conversion by prefix entry (similar to
PO-Box method (Masui, 1999)). As an English
example, ‘84’ corresponds to the, this, they,
view, time which are the candidates from the
dictionary. With stages 2 and 3, ‘84’ can ac-
quire candidates such as ‘thee’ or ‘thou’ if the
user corpus contains them.

Figure 4 shows an example of our tool when
“Romeo and Juliet” is adopted as the user cor-
pus. The user is trying to enter Juliet’s famous
speech “O Romeo, Romeo! wherefore art thou
Romeo?”. Note that all of these English words
are unregistered words. In this example, “O
Romeo, Romeo!” was already entered (shown
before the prompt ’>’), and the user wanted
to enter the rest. When the user enters the
head part of the target text by digits (943733,
which corresponds to 'wheref’ of ‘wherefore’),
the system extracts possible chunks from the
original Shakespearian text, and then suggests
candidates to the user (only the candidates ob-
tained from the user corpus are shown in Fig-
ure 4).
example were wherefore (with a space after-

The corresponding candidates in this

wards), wherefore, and wherefores. The user
would choose the first one, and thus the entry
would continue. One might wonder as to who
would want to enter Shakespear’s text by us-
ing a mobile phone predictive text entry system.
However, similar situations occur with technical
or colloquial terms. In addition, such difficulty
occurs usually in East Asian countries because
their main text entry method is predictive even
when using full-size computer keyboards.

Now, we have to explain two processes in de-
tail: candidate extraction and ranking. We dis-
cuss these processes in the following two sec-
tions.

4 Candidate Handling

4.1 Extraction

Our problem was to obtain a particular chunk
out of a text of about 20 Kbytes. One previous
approach was to use term extraction methods as
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Figure 3: An Alphabet Assignment on Digits

O Romeo, Romeo! > 943733

enter ‘wheref’

(1.wherefore )

(2.wherefore)

(3.wherefores)

O Romeo, Romeo! > +1

choose No.1 candidate

O Romeo, Romeo! wherefore > 278

enter ‘art’

(1.art thou happy.)

(2.art thou )

(3.art thou happy)

(4.aqua)

(5.art )

O Romeo, Romeo! wherefore > +2

choose No.2 candidate

O Romeo, Romeo! wherefore art thou > 76
enter ‘Ro’ of Romeo

(1.s0)

(2.50)

(3.Romeo)

(4.sought )

(5.some )

O Romeo, Romeo! wherefore art thou > +3
choose No.3 candidate

O Romeo, Romeo! wherefore art thou Romeo> 0
enter the question mark (0 for symbols)
(1.7)

(2.)

O Romeo, Romeo! wherefore art thou Romeo> +1
choose No.1 candidate

O Romeo, Romeo! wherefore art thou Romeo?>

Figure 4: Entering ‘Romeo and Juliet’ with Our
Simple Evaluation System (In a Manner of En-
glish Mobile Phone)

discussed in (Nakagawa and Mori, 2002). How-
ever, such methods are designed to obtain a lim-
ited number of strictly defined and specialized
terms from a huge corpus assuming that taggers
work properly. However, in our case, we should
not assume that any language tools will work
properly, because our target is the unregistered
words. Therefore, since our target is to include

non-segmented languages, our method should be
string based.

Intuitively, what we want here is for the text
chunk to be used always together. Under the
constraint that the user corpus is small, what we
may look at is the repetition of strings. How-
ever, if we extract all repeated strings, the num-
ber of candidates explodes and the user will be
forced to look at inadequate chunks (because
when “the” repeats, “th”
peated). Therefore, we decided to extract the
maxzimal repeated prefizes.

or “t” are also re-

A maximal re-
peated prefix is a repeated string that does not
occur as the prefix of another prefix string.

For example, if “abracadabra” is the user cor-
pus, and the user entered “a”, then

abra(2), abr(2), ab(2), a(5)

are the repeated strings that can be the can-
didates. Among these, “abr”, “ab”, and “a”
(twice) occur as the prefix of two occurrences
of “abra”. Therefore, we eliminate these, which
leaves:

abra(2), a(3) .

Another two “a”

occurred as part of “abra”, but
it occurred as the postfiz of “abra”, so, it is
shown among the candidates. As the maximal
repeated prefixes can be quickly extracted using
the suffix array (Manber and Myers, 1993), the
system explained in the previous section trans-
forms the user corpus into a suffix array when it

is initiated.
4.2 Ranking

Candidates are displayed in a certain order.
This order is determined by an evaluation func-
tion, and we chose that it be done using the
PPM (prediction by partial match) framework
(Bell et al., 1990). We decided to use the
PPM because the context provides the best
information for selecting adequate candidates.
PPM integrates such a concept by interpolat-
ing the statistics obtained from the user corpus
and the initial language model obtained from a
huge corpus.
used in much of the earlier works (Ward et al.,
2000) (Tanaka-Ishii et al., 2002), and has been
found to be superior to other language models

PPM language models have been

such as fixed n-grams and co-occurrence-based



methods (Maruyama et al., 2001).

PPM can be situated as variant n-gram lan-
guage models. It interpolates the n-gram counts
in the user corpus and the statistics in the base
dictionary. The following formula is used to esti-
mate a probability for the ith element w;, P(w;):

kmaz

P(wz) = Z ‘UkPk('wi) (3)

k=—1

Here, k, the order, indicates the number of ele-
ments before w; that are used in the calculation
of Pr(w;). For example, Py(w;) is estimated on
the basis of the occurrence of w;_; and w;_s.
kmaz is the length of available context and is
set at 4, in our study (thus maximally 5-grams
are concerned). Py(w;) is calculated as:

Py (w;) = Ckg:i) (4)

where C}, is the frequency of the current k ele-
ment context, and cx(w;) is the frequency with
which w; occurs in that context. P_q(w;) de-
scribes a base initial probability assuming no
In our case, w; is a registered word
or an unregistered chunk. For an unregistered
chunk, the initial probability cannot be obtained
because the word is unregistered. Therefore, we
set the initial probability at a constant value.

context.

For other k, Py(w;) is calculated from statis-
tics obtained from the user corpus. Here, el-
ements cannot correspond to words, because
the user corpus is unanalyzed. Therefore, con-
textual elements are counted by characters,
whereas the current element in question is the
unregistered chunk or the registered dictionary
word.

Finally, uy is a weighting probability that is
multiplied by P (w;) to obtain the final P(w;).
There have been many studies of uj (Teahan,
2000), and we have chosen to use PPM-A (Bell
et al., 1990), the simplest form, because our pre-
liminary experiments showed no significant dif-
ference in performance among the various meth-
ods we tried.

5 Evaluation

5.1 Settings

Using the tool described in §3, we examined to
what extent the predictive text entry system was
improved. The experiment was done by auto-
matically entering test text into our system.

The test text was prepared according to the
following stages.

1. All texts used in §2 were separated at the

sentence level.

2. Sentences were sorted into a random or-
der to measure the average capability of the
method.

3. First 5000 bytes were taken as the test text.
For Japanese, this test text was all manu-
ally analyzed and cut into words. The rest
of the text was used as the learning cor-
pus by differentiating the size of the corpus.
The smaller learning corpus was included in
the larger corpora.

Stages 2 and 3 were repeated five times so that
five different sets of the test and the learning
corpora were obtained. All of the graphs that
follow show the average of the test results for
these five different sets (five-times cross valida-
tion).

The automatic text entry proceeded as fol-
lows. First, an ambiguous sequence correspond-
ing to the first word was entered. Two lists of
candidates were then shown by the system, one
list obtained from the word dictionary, and the
other from the user corpus. The string that cor-
responded to the prefix of the target test text
was then chosen (the correct candidate). When
there were multiple correct candidates among
the two lists, the highest ranked candidate was
chosen. If two correct candidates were equally
ranked on the two lists, the longer candidate was
chosen.

5.2 Results

First, we consider the rate of unregistered words
being successfully entered with our method.
Figure 5 shows the results for English (left)
and Japanese (right), where the horizontal axis
shows the user corpus size and the vertical axis
shows the rate of successfully entered unregis-
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Figure 5: Successfully Entered Unregistered Words and Corpus Size

Above 20 Kbytes, 20 to 75 %
of the unregistered words were successfully en-
tered. Depending on the amount of the unregis-
tered text, the rate was as high as around 75%.

tered words!.

All unsuccessful cases were caused by low oc-
currence of unregistered words in the learned
user corpus. More precisely,

e User corpus size is insufficient. The text
with low unregistered word rate tends to
have this problem (for example, Holmes or
Patent in English).

e Unregistered words occurred only once in
the user corpus. As our candidate extrac-
tion method is based on repeated strings,
candidates of one occurrence cannot be ex-
tracted.

Additionally, when no target unregistered words
occurred in the user corpus, nothing can be done
with our method. However, if it appears once,
we might be able to obtain it comparing the
string with the dictionary although there still
lies the problem of how to evaluate their impor-
tance. This point is one of our future work.

As this result was achieved by choosing can-
didates obtained dynamically from the user cor-
pus lists, we plotted the choice rate from the
user corpus list (Figure 6) among two lists (user
corpus, and the dictionary). The horizontal axis
again shows the user corpus size and the verti-

'As for the Japanese case, some amount of unregis-
tered words are already entered even without any user
corpus. This is caused by 1. homonyms, or 2. differently
segmented registered words forming the target.

cal axis shows the rate of candidates chosen from
the user corpus (including the entry of registered
words). Since we found little difference between
the Japanese and English results, we show only
the English results here. Interestingly, this rate
was around 70% to 90% after using a 20-Kbyte
corpus. Clearly this experiment reflects our ob-
servation in §2 that more than 70% of the vo-
cabulary is reused from the user corpus. Thus,
the problem of unregistered words can be partly
solved by our system under the condition that
the user can prepare a small text that has the
same context as the current one.

One current drawback of our idea is that
the number of candidates suggested to the user
tends to grow as the corpus size increases. Fig-
ure 7 shows the average ranking change of the
chosen words according to the user corpus size.
It fluctuates until 20Kbytes, and from 20 Kbytes
on, for some text, the ranking descends while the
user text size increases. Although the property
described in §2 suggests that the user corpus
size is sufficient at about 10 to 20 Kbytes, the
mechanism to rank candidates need to be re-
fined. This will be the most important part of
our future work.

6 Conclusion

Predictive text entry is now an important tech-
nology because of the scaling down of device
size. Since the predictive entry methods are
based on prediction using a word dictionary,
a problem arises as to how to enter unregis-
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tered words. In this paper, we have described
a method to use a small amount of user corpus
and dynamically extract chunks as candidates
to complement the missing vocabulary.

Our approach is based on an observation re-
garding the editorial behavior of writers: 70%
of the vocabulary is reused after only 10 to
20 Kbytes of text. Similarly, the unregistered
words in the dictionary are also reused at a cer-
tain rate.

We have built a simple word-based predictive
text entry system, and attached it to a tool
that dynamically extracts unregistered words
and suggests these to the user. We found that
a large amount of unregistered words can be
automatically acquired and entered. This was
achieved by choosing more than 70% of the can-
didates obtained from user corpus of 20 Kbytes;

this rate corresponded to our initial observation
regarding unregistered words.

We are now building a front-end tool that can
be attached to the predictive text entry system.
This tool suggests candidates that are dynam-
ically obtained from the corpus, merged with
candidates from the system dictionary.
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