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Abstract

Categorial grammar has traditionally used
the A-calculus to represent meaning. We
present an alternative, dependency-based
perspective on linguistic meaning and sit-
uate it in the computational setting. This
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and semantics, and then discuss semantic represen-
tations that use indexes to identify subparts of logi-
cal forms.§3 introduces HLDS and evaluates it with
respect to the criteria of other computational seman-
tics frameworksg§4 shows how we can build HLDS
terms using CCG with unification ar®$ shows how
intonation and information structure can be incorpo-

perspective is formalized in terms of hy-
brid logic and has a rich yet perspicuous
propositional ontology that enables awide 2
variety of semantic phenomena to be rep-
resented in a single meaning formalism.
Finally, we show how we can couple this

formalization to Combinatory Categorial

Grammar to produce interpretations com-
positionally.

rated into the approach.

Indexed semantic representations

Traditionally, categorial grammar has captured
meaning using a (simply typed)-calculus, build-
ing semantic structure in parallel to the categorial in-
ference (Morrill, 1994; Moortgat, 1997; Steedman,
2000b). For example, a (simplified) CCG lexical en-
try for a verb such awrroteis given in (1).

1 Introduction (1) wrotel (s\n)/n : Ax.Ay.write (Y, X)

The A-calculus has enjoyed many years as the stafules of combination are defined to operate on both
dard semantic encoding for categorial grammars arfgtegories and-terms simultaneously. For exam-
other grammatical frameworks, but recent work hagle, the rules allow the following derivation fdd
highlighted its inadequacies for both linguistic andvrote books
computational concerns of representing natural lan-
guage semantics (Copestake et al., 1999; Kruijff, @)
2001). The latter couples a resource-sensitive cate-
gorial proof theory (Moortgat, 1997) to hybrid logic
(Blackburn, 2000) to formalize a dependency-based
perspective on meaning, which we call here Hybrid
Logic Dependency Semantics (HLDS). In this pa- Derivations like (2) give rise to the usual sort
per, we situate HLDS in the computational contexbf predicate-argument structure whereby trder
by explicating its properties as a framework for comin which the arguments appear (and are bound by
putational semantics and linking it to Combinatorythe A's) is essentially constitutive of their meaning.
Categorial Grammar (CCG). Thus, the first argument could be taken to corre-
The structure of the paper is as follows. §B8, spond to the writer, whereas the second argument
we briefly introduce CCG and how it links syntaxcorresponds to what is being written.

Ed wrote books
n:Ed (s\n)/n:AxAy.write (y,X) n:books
s\n : Ay.write (y, books) g

s : write (Ed, books)




One deficiency oh-calculus meaning representa-means to represent interpretations with a flat, un-
tions is that they usually have to be type-raised tderspecified semantics using terms of the predicate
the worst case to fully model quantification, and thigalculus and generalized quantifiers. Flattening is
can reverberate and increase the complexity of syachieved by using an indexation scheme involving
tactic categories since a verb lilkgote will need to labelsthat tag particular groups of elementary pred-
be able to take arguments with the types of generakations (EPs) antlandles(here,hy, hy,...) that ref-
ized quantifiers. The approach we advocate in thisrence those EPs. Underspecification is achieved
paper does not suffer from this problem. by using unresolved handles as the arguments for

For CCG, the use of the-terms is simply a con- scope-bearing elements and declaring constraints
venient device to bind arguments when presentin@vith the =, operator) on how those handles can be
derivations (Steedman, 2000b). In implementationsgsolved. Different scopes can be reconstructed by
amore common strategy is to compute semantic repguating unresolved handles with the labels of the
resentations via unification, a tactic explicitly em-other EPs obeying theg constraints. For example,
ployed in Unification Categorial Grammar (UCG)(5) would be given as the representation éwery
(Zeevat, 1988). Using a unification paradigm irdog chases some white cat
which atomic categories are bundles of syntactic and
semantic information, we can use an entry such as (®) (Mo, {hu:every(x, iz, his), ha:dog(x),

(3) for wrote in place of (1). In the unification set- hus:cat(y), hg:somety, ho, hmo),

ting, (3) permits a derivation analogous to (2). hug:white(y), hr:chasex,y) },
{ho=gh7, ha=qha, ho=gh11})

3) wrotet (s : write (y,X)\n: X
3 (s (¥, ¥)\n:y)/n Copestake et al. argue that these flat representa-

For creating predicate-argument structures of thigons facilitate a number of computational tasks, in-
kind, strategies using eithéw-terms or unification cluding machine translation and generation, without
to bind arguments are essentially notational varisacrificing linguistic expressivity. Also, flatness per-
ants. However, UCG goes beyond simple predicaténits semantic equivalences to be checked more eas-
argument structures to instead use a semantic repiy-than in structures with deeper embedding, and
sentation language called Indexed Language (InLyinderspecification simplifies the work of the parser
The idea of using indexes stems from Davidsosince it does not have to compute every possible
(event variables), and are a commonly used mecheading for scope-bearing elements.

anism in unification-based frameworks and theories _ _ )
for discourse representation. InL attaches one to eg- Hybrid Logic Dependency Semantics

ery formula representing its discourse referent. Thiﬁruijff (2001) proposes an alternative way to rep-
results in a representation such as (4) for the SePésenting linguistically realized meaning: namely,
tenceEd came (o the party as terms othybrid modal logic(Blackburn, 2000)
(4) [g]party (x), past(e), to(e,x),come(e, Ed)] explicitly encoding the dependeney relations be-
tween heads and dependents, spatio-temporal struc-
InL thus flattens logical forms to some extent, usingure, contextual reference, and information struc-
the indexes to spread a given entity or event throughire. We call this unified perspective combining
multiple predications. The use of indexes is crucianany levels of meaning Hybrid Logic Dependency
for UCG’s account of modifiers, and as we will seéSemantics (HLDS). We begin by discussing how hy-
later, we exploit such referents to achieve similabrid logic extends modal logic, then look at the rep-
ends when coupling HLDS and CCG. resentation of linguistic meaning via hybrid logic
Minimal Recursion Semantics (MRS) (Copestakderms.
et al.,, 1999; Copestake et al., 2001) is a frame- ] )
work for computational semantics that is designed-L HPrid Logic
to simplify the work of algorithms which produce Though modal logic provides a powerful tool for
or use semantic representations. MRS provides tlemcoding relational structures and their properties,



it contains a surprising inherent asymmetry: states (7) @IF](P)i A @[P](F)i
(“worlds”) are at the heart of the model theory for .. : .
It is also possible to encode a variety of other rep-

modal logic, but there are no means to directl . . . .
. . . esentations in terms of hybrid logics. For example,
referencespecific states using the object language. . . ) :
oo ..~ nominals correspond to tags in attribute-value matri-
This inability to state where exactly a proposition

holds makes modal logic an inadequate represent%\es (AVMs), so the hybrid logic formula in (8) cor-

. : e fesponds to the AVM in (9).
tion framework for practical applications like knowl-
edge representation (Areces, 2000) or temporal rea-(8)  (suBJ) (i A (AGR)singularA (PRED)dog)

soning (Blackburn, 1994). Because of this, compu- A (COMP)(SUBJ)i
tatlo_nal work in knoyvledge re_presentatlon_ has usu- (9) AGR singula
ally involved re-engineering first-order logic to suit SUBJ | brepdog

the task, e.g., the use of metapredicates suttoits
of Kowalski and Allen. Unfortunately, such logics

are often undecidable. A crucial aspect of hybrid logic is that nominals
Hybrid logic extends standard modal logic whilegre at the heart of sorting strategy Different sorts
retaining decidability and favorable complexityof nominals can be introduced to build up a rich
(Areces, 2000) (cf. (Areces et al., 1999) for a comsortal ontology without losing the perspicuity of a
plexity roadmap). The strategy is to addminals  propositional setting. Additionally, we caeason
a new sort of basic formula with which we can ex-apout sorts because nominals are part and parcel of
plicitly name states in the object language. Next tghe object language. We can extend the language of
propositions, nominals are first-class citizens of thgyprid logic with {sor::Nominal} to facilitate the ex-
object language: formulas can be formed using bothiicit statement of what sort a nominal is in the lan-
sorts, standard boolean operators, andstitesfac- guage and carry this modification into one of the ex-
tion operator“*@”. A formula @p states that the jsting tableaux methods for hybrid logic to reason ef-
formula p holds at the state named fy (There fectively with this information. This makes it possi-
are more powerful quantifiers ranging over nomipje to capture the rich ontologies of lexical databases
nals, such a$, but we do not consider them here.) |ike WordNet in a clear and concise fashion which

With nominals we obtain the possibility to explic- would be onerous to represent in first-order logic.
itly refer to the state at which a proposition holds. As

Blackburn (1994) argues, this is essential for cap3-2 Encoding linguistic meaning

turing our intuitions about temporal reference. AHybrid logic enables us to logically capture two es-
standard modal temporal logic with the modalitiegsential aspects of meaning in a clean and compact
F andP (future and past, respectively) cannot corway, namely ontological richness and the possibility
rectly represent an utterance suctEakfinished the to refer. Logically, we can represent an expression’s
bookbecause it is unable to refer to theecifictime  linguistically realized meaning as a conjunction of
at which the event occurred. The addition of nomimodalized terms, anchored by the nominal that iden-
nals makes this possible, as shown in (6), where thigies the head’s proposition:

nominali represents the Reichenbachian event tlme.(lo) @ (proposition A (&) (di Adep))

(6) (P)(iAEd-finish-book) Dependency relations are modeled as modal rela-

Furthermore, many temporal properties can be d&ons (&), and with each dependent we associate
fined in terms ofpure formulaswhich use nominals @ nominald;, representing itdiscourse referent
and contain no propositional variables. For examplglechnically, (10) states that each nomidahames

the following term defines the fact that the relationghe state where a dependent expressed as a proposi-
for F andP are mutually converse: tion dep should be evaluated and isdasuccessor

— _ , of h, the nominal identifying the head. As an exam-
1A few notes on our conventiong, q,r are variables over le. th tenced t | book in Lond

any hybrid logic formulaj, j,k are variables over nominals; ple, ) € sentenc WI’.O e _a ong book In Lonaon

andh; denote nominals (for dependent and head, respectivelyjeceives the represention in (11).

COMP [SUBJ]



(11) @, (write A (ACT)(doAEd) (14)  @hi(E(13 Awrite A (ACT)(dOAEd)
A (PAT) (dsAbookA (GR) (d7Along)) A (PaT) (dsAbookA (GR) (d7Along))
A (Loc)(dgALondon)) A (Loc)(dgALondon))

The modal relations AT, PaT, Loc, and GR stand A\@hu{Achievement: €2} A\ (P){Achievement:€2}

for the dependency relatiosctor, Patient, Loca- — pyjprig logic's flexibility makes it amenable to
tive, andGeneral Relationship respectively. See representing a wide variety of semantic phenomena
Kruijff (2001) for the model-theoretic interpretation j, 5 propositional setting, and it can furthermore be

of expressions such as (11). used to formulate a discourse theory (Kruijff and
Contextual reference can be modeled as a Statl‘%?uijff-Korbayové 2001).

ment that from the current state (anaphor) there
should be an accessible antecedent state at whigl8 Comparison to MRS

particular conditions hold. Thus, assuming an aCere we consider the properties of HLDS with
cessibility relationXS we can model the meaning respect to the four main criteria laid out by

of the pronourheas in (12). Copestake et al. (1999) which a computational se-
(12) @(XS)(jAmale) mantics framework must meet: expressive adequacy,
During discourse interpretation, this statement igrammatical compatibility, computational tractabil-
evaluatedagainst the discourse model. The pronouffy: @nd underspecifiability.
is resolvable only if a state wheneale holds isX S Expressive adequacy refers to a framework’s abil-
accessible in the discourse model. Different accedy t0 correctly express linguistic meaning. HLDS
sibility relations can be modeled, e.g. to distinguishvas designed not only with this in mind, but as its
a local context (for resolving reflexive anaphors likeentral tenet. In addition to providing the means
himself) from a global context (Kruijff, 2001). to represent the usual predicate-valency relations,
Finally, the rich temporal ontology underlying it explicitly marks the named dependency relations
models of tense and aspect such as Moens akgtween predicates and their arguments and modi-
Steedman (1988) can be captured using the sortirﬁiﬁrs- These different dependency relations are not
strategy. Earlier work like Blackburn and Lascaridedust labels: they all have unique semantic imports
(1992) already explored such ideas. HLDS empk)yg/hich project new relations in the context of differ-
hybrid logic to integrate Moens and Steedman’s nd€nt heads. HLDS also tackles the representation of
tion of theevent nucleuslirectly into meaning rep- tense and aspect, contextual reference, and informa-
resentations. The event nucleus is a tripartite strufon structure, as well as their interaction with dis-
ture reflecting the underlying semantics of a type gfourse.
event. The event is related topeeparation(an ac-  The criterion of grammatical compatibility re-
tivity bringing the event about) andansequenfa  duires that a framework be linkable to other kinds of
state ensuing to the event), which we encode as tgammatical information. Kruijff (2001) shows that
modal relations REPand GoNs, respectively. Dif- HLDS can be coupled to a rich grammatical frame-
ferent kinds of states and events are modeled as df#ork, and in§4 we demonstrate that it can be tied to

ferentsorts of nominalsshown in (13) using the no- CCG, a much lower power formalism than that as-
tation introduced above. sumed by Kruijff. It should furthermore be straight-

forward to use our approach to hook HLDS up to
(13)  @aciiyien; (PREP) {Achievement: €2} other unification-based frameworks.
A@achevemente2} (CONS){State:€3} The definition of computational tractability states
To tie (13) in with a representation like (11), wethat it must be possible to check semantic equiva-
equate the nominal of the head with one of the nomlence of different formulas straightforwardly. Like
inals in the event nucleu&(a and state its temporal MRS, HLDS provides the means to view linguis-
relation (e.g.(P)). Given the event nucleus in (13),tic meaning in a flattened format and thereby ease
the representation in (11) becomes (14), where thhe checking of equivalence. For example, (15) de-
event is thus located atspecifictime in the past. scribes the same relational structure as (11).



(15) @, (write A(ACT)doA(PAT)dsA(LOC)dg)  (17) @(QEQj — @]V (@(BODY)kA@(QEQ)])

AN@y,Ed A @y.book A @y,London
/\%ﬁlong /\@j@E5<GR>(?9 Alternatively, it would in principle be possible to

_ - _ “adopt a truly modal solution to the representation
This example clarifies how the use of nominals igt quantifiers. Following Alechina (1995), (general-
related to the indexes of_UCG_’s InL and t_he Iabel§zed) quantification can be modeledrasdal opera-
of MRS. However, there is an important differenceiqrs The complexity of generalized quantification is

nominals are full citizens of the object language with, o, pushed into the model theory instead of forcing
semantic import and are not simply a device fof,e representation to carry the burden.

spreading meaning across several elementary predi-

cations. They simultaneously represent tags on su- CCG Coupled to HLDS

parts of a logical form and discourse referents on )

which relations are predicated. Because it is possil _Dependency  Grammar  Logic  (DGL),
ble to view an HLDS term as a flat conjunction ofTUilff (2001) couples HLDS to a resource-

the heads and dependents inside it, the benefits GENSItive categorial proof theory (CTL) (Moortgat,
scribed by Copestake et al. with respect to MRS'$997)- Though DGL demonstrates a procedure for
flatness thus hold for HLDS as well. building HLDS terms from linguistic expressions,

Computational tractability also requires that itNere are several problems we can overcome by

is straightforward to express relationships betweeRVitching to CCG. First, parsing with CCG gram-
representations. This can be done in the object laf1ars for substantial fragments is generally more
guage of HLDS as hybrid logic implicational state-efficient than with CTL grammars with similar
ments which can be used with proof methods to di€overage. Also, a wide-coverage statistical parser
cover deeper relationships. Kruijff's model connect?VNich produces  syntactic dependency structures

ing linguistic meaning to a discourse context is on&’ English is available for CCG (Clark et al.,
example of this. 2002). Second, syntactic features (modeled by
Underspecifiability means that semantic represeinary modalities) in CTL have no intuitive semantic
tations should provide means to leave some semanffgéction, whereas CCG can relate syntactic and
distinctions unresolved whilst allowing partial termsS€Mantic features perspicuously using unification.
to be flexibly and monotonically resolved. (5) showd inally, CCG has a detailed syntactic account of the
how MRS leaves quantifier scope underspecified€@/ization of information structure in English.
and such formulas can be transparently encoded in 10 link syntax and semantics in derivations, ev-

HLDS. Consider (16), where the relationE &R ery Iog.ical form_ in DGL expresses a nominal iden-
and Bopy represent theestriction and body argu- tifying its head in the format @. This handles de-

ments of the generalized quantifiers, respectively. PEndents in a linguistically motivated way through

alinking theory given the form of a dependent, its
(16) @ (chasen (AcT)hs A (PAT)hy1) (possible) role is established, after which its mean-
A@h, (everyA (RESTR)i A (BODY) )

ing states that it seeks a head that can take such a

N@hy(somen (RESTRIKA (BoDy)l) role. However, to subsequently bind that dependent
A@h,d0ogA @hy,CatA @y, (GR) (hizAWhite) 4 the verb's argument slot requires logical axioms

NG (QEQ)ha A @k(QEQ) 11 about the nature of various dependents. This not
MRS-style underspecification is thus replicated bynly requires extra reduction steps to arrive at the
declaring new nominals and modelirg as a modal desired logical form, but could also lead to problems
relation between nominals. When constructing thdepending on the underlying theory of roles.
fully-scoped structures generated by an underspeci- We present an alternative approach to binding de-
fied one, the=; constraints must be obeyed accordpendents, which overcomes these problems without
ing to thegeq condition of Copestake etal. Becauseabandoning the linguistic motivation. Because we
HLDS is couched directly in terms of hybrid logic, work in a lexicalist setting, we can compile the ef-
we can concisely declare tlggeeq condition as the fects of thdinguistic linking theory directly into cat-
following implication: egory assignments.



The first difference in our proposal is that argu-Combining these entries using backward application
ments express only their own nominal, not the nomgives the following result foEd sleeps
inal of a head as well. For example, proper nouns 24 _ | AcT)(dr AEd
receive categories such as (18). (24) s: @, ([Nsjsleepn [ce] (ACT) (1 \Ed))

A major benefit of having nominals in our rep-
resentations comes with adjuncts. With HLDS, we
This entry highlights our relaxation of the strict con-consider the prepositional verbal modifier in the sen-
nection between syntactic and semantic types tradienceEd sleeps in the beds an optionalocative
tionally assumed in categorial grammars, a move idependent ofleeps To implement this, we fol-
line with the MRS approach. low DGL in identifying the discourse referent of the

In contrast with DGL, the semantic portion of ahead with that of the adjunct. However, unlike DGL,
syntactic argument in our system does not declatiis is compiled into the category for the adjunct.
the role it is to take and does not identify the head(25) in (s: @(pA [1](LOC)(1AQ))\s:@P) /.- @
it is to be part of. Instead it identifies only its own ' ' =G4
referent. Without using additional inference steps, To derive the sentendeéd sleeps in the be(see
this is transmuted via unification into a form similarFigure 1), we then need the following further entries:
to DGL's in the result category. (19) is an example
of the kind of head category needed.

(18) Edrn:@yEd

(26) theF ni_ce:Pp/Nint—ns:P

(27) bedt nyy_ns : @y,bed
(19) sleeps-s: @, (sleepA (ACT)(iAp))\n: @p
_ _ _ This approach thus allows adjuncts to insert their

To deriveEd sleeps(18) and (19) combine via back- gemantic import into the meaning of the head, mak-
ward application to produce (20), the same term 48 se of nominals in a manner similar to the use of
that built in DGL using one step instead of several.j,qexes in Unification Categorial Grammar.

(20) @, (sleepr (AcT)(dNEd)) 5 Intonation and Information Structure

To produce HLDS terms that are fully compati- . . L

ble with the way that Kruijff and Kruijff-Korbayos’ Information Structure (IS) in English is in part deter-

(2001) model discourse, we need to mark the inforr-.nmed by intonation. For example, given the ques-

mativity of dependents asontextually boundCB) tion in (28), an appropriate response would be (29).
andcontextually nonboun@NB). In DGL, these ap- (28) | know what EdREAD. But what did Ed
pear as modalities in logical forms that are used to WRITE?
create a topic-focus articulation that is merged with >y (gq WROTE) (A BOOK).

L+H* LH%

the discourse context. For example, the sentérece H* LL%
wrote a bookwould receive the following (simpli-  Steedman (2000a) incorporates intonation into
fied) interpretation: CCG syntactic analyses to determine the contribu-

(21) @, ([NB]write A [NB](PAT)(dsAboOK) tion of differenr;t gjnstituen;sztg Ii. Shteedm?nhcalls
A [CBI(ACT)(ds A (XS (dsAmale))) segments suc wroteof (29) thethemeo _t e
sentence, and booktherheme. The former indi-
DGL uses feature-resolving unary modalitiesates the part of the utterance that connects it with
(Moortgat, 1997) to instantiate the values of inthe preceding discourse, whereas the latter provides
formativity. In unification-based approaches suclnformation that moves the discourse forward.
as CCG, the transferal of feature information into In the context of Discourse Representation The-
semantic representations is standard practice. Vegy, Kruijff-Korbayova (1998) represents IS by
thus employ the featuriaf and mark informativity splitting DRT structures into a topic/focus articula-
in logical forms with values resolved syntactically. tion of the formTOPId > [EOCUS. We represent

(22) EdF ny_cs: @,Ed 2Following Pierrehumbert’s notation, the intonational con-
N ! tour L+H* indicates a low-rising pitch accent, H* a sharply-
(23) sleeps-s: @, ([NB]sleepA [g] (ACT)(iAP))\nw_q:@p  rising pitch accent, and both LH% and LL% are boundary tones.



Ed sleeps(= (24)) in the bed
s: @, ([NB]sleepA [CB(ACT)(d1AEd)) s:@(PA[r[(LOC)(jAQ))\S:@P)/Mint—r @A Nint—ca'S/Ninf—ne'S  Ninr—ne: @y, bed
Noca: @gbed
s: @(pA[cB](Loc)(dsAbed))\s:@p
s @, ([NB]sleepn [cB](ACT)(d1AEd) A [CB](LOC)(d3Abed))

>

Figure 1: Derivation oEd sleeps in the bed

this in HLDS as a term incorporating the opera- into DGL's architecture for incorporating sentence
tor. Equating topic and focus with Steedman’s themmeaning with the discourse.
and rheme, we encode the interpretation of (29) as:

: 6 Conclusions and Future Work
(30) @, ([cB]write A [cB](AcCT)(d1AEd)
<1 [NB](PAT)(dsAboOK)) Since it is couched in hybrid logic, HLDS is ide-
ally suited to bdogically engineeredo the task at

DGL builds such structures by using a rewriting sys:

tem to produce terms with topic/focus articulationhand' Hybrid logic can be made to do exactly what

from the terms produced by the syntax. we want, answering to the linguistic intuitions we

Steedman uses the pitch accents to produce Ie>¥}’-ant to formalizewithoutyielding its core assets —a

cal entries with values for thlNEORMATIONfea- rich propositional ontology, decidability, and favor-

ture, which we call heresinf. L+H* and H* set ab\l/e gomputatlor;al cfomple>.<|ty. like d d
the value of this feature a8 (for theme) orp arious aspects of meaning, like dependency re-

(for rheme), respectively. He also employs cateltions, contextual reference, tense and aspect, and

gories for the boundary tones that carry blockin information structure can be perspicuously encoded

values forsinf which stop incomplete intonational bItT) 'T:LDS’ angl_theIlresgltlngégprgsé?tstlonls can
phrases from combining with others, thereby avoid-< P! tcompositionallyusing ' as close

ing derivations for utterances with nonsensical intogncflnltles with dependency grammat, and it provides

nation contours. a competitive and explanatorily adequate basis for

Our approach is to incorporate the syntactic ad variety of phenomena ranging from caordination

pects of Steedman’s analysis with DGL's rewritingand unbounded dependencies to information struc-

system for using informativity to partition senten-ture' Nonetheless, the approach we describe could

tial meaning. In addition to using the syntactic feal" Principle be fitinto other unification-based frame-
turesinf, we allow intonation marking to instantiate works like Head-Driven Phrase Structure Grammar.

the values of the semantic informativity featung. :—berld _Ioglc SI utility dloes bnot stog with Sﬁnfeg,'
Thus, we have the following sort of entry: tia meaning. t can also be use to model dis-
course interpretation and is closely related to log-

(31) WROTE (L+H*) - ics for knowledge representation. This way we can
Saini-0-P\ Ninf —wsint—6: @ P/ Mint —xsini—0: @ cover the track from grammar to discourse with a
@=@, ([cBlwrite A[W[(ACT)(IAP)AIX(PAT)(jAT))  singlemeaning formalism. We do not need to trans-

We therefore straightforwardly reap the syntacti¢dt® or make simplifying assumptions for different
benefits of Steedman’s intonation analysis, while 180C€ssing modules to communicate, and we can
itself is determined via DGLs logical form rewrit- freely include and use information across different

ing system operating on the modal indications ofVelS of meaning.

informativity produced during the derivation. The We have implemented a (preliminary) Java pack-
articulation of IS can thus be performed uniformly@€ for creating and manipulating hybrid logic terms
across languages, which use a variety of strategi@§d connected it to Grok, a CCG parsing sysfem.
including intonation, morphology, and word orderThe use of HLDS has made it possible to improve
variation to mark the informativity of different el- — s1yc software is available ttp://opennip.sf.net

ements. The resulting logical form plugs directlyandhttp:/grok.sf.net under an open source license.



the representation of the lexicon. Hybrid logic nom-Patrick Blackburn. 2000. Representation, reasoning, and rela-
inals provide a convenient and intuitive manner of tional structures: a hybrid logic manifestbogic Journal of
o . . the IGPL, 8(3):339-625.
localizing parts of a semantic structure, which has
made it possible to greatly simplify the use of inherStephen Clark, Julia Hockenmaier, and Mark Steedman. 2002.

. : . : Building deep dependency structures using a wide-coverage
itance in the lexicon. Logical forms are created as CCG parser. IiProc. of the 40th Annual Meeting of the As-

an accumulation of different levels in the hierarchy sociation of Computational LinguisticBhiladelphia, PA.

including morphological information. This is partic- .
. . . Ann Copestake, Dan Flickinger, Ivan Sag, and Carl Pollard.
ularly important since the system does not otherwise 1999, Minimal recursion semantics: An introduction. ms,

support typed feature structures with inheritance.  www-csli.stanford.edu/"aac/newmrs.ps

Hybrid logics prO\_”de a perspmqous logical Ian_'Ann Copestake, Alex Lascarides, and Dan Flickinger. 2001.
guage for representing structures in temporal logic, An algebra for semantic construction in constraint-based
description logic, AVMs, and indeed any relational grammars.  InProc. of the 39th Annual Meeting of the
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