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Abstract

Extractve summarizationtechniques
cannotgeneratedocumentsummaries
shorterthan a single sentence some-
thing that is often required. An ideal
summarizationsystem would under
standeachdocumentand generatean
appropriatesummarydirectly from the
resultsof that understanding.A more
practicalapproachto this problemre-
sults in the use of an approximation:
viewing summarizationas a problem
analogougo statisticalmachinetrans-
lation. Theissuethenbecomesne of
generatinga tagetdocumenin amore
conciselanguagefrom a sourcedocu-
mentin amoreverbosdanguage.This
paperpresentsresultson experiments
using this approach,in which statisti-
cal modelsof the term selectionand
termorderingarejointly appliedto pro-
ducesummariesn astylelearnedfrom
atrainingcorpus.

1 Intr oduction

Generatingeffective summariesequireshe abil-
ity to select,evaluate,orderandaggregateitems
of information accordingto their relevanceto
a particular subjector for a particular purpose.
Most previous work on summarizationhas fo-
cusedon extractivesummarizationselectingext
spans- eithercompletesentence®r paragraphs
— from the original document.Theseextractsare
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thenarrangedn alinear order(usuallythe same
orderasin theoriginal document}o form asum-
marydocument.Therearesereral possibledrav-

backsto this approach,one of which is the fo-

cus of this paper: the inability to generateco-

herentsummarieshorterthan the smallesttext-

spangsbeingconsidered- usuallya sentenceand
sometimesa paragraph.This canbe a problem,
becauseén mary situationsashortheadlinestyle
indicatve summaryis desired. Since,in mary

casesthemostimportantinformationin the doc-
umentis scatteredacrosamultiple sentenceghis

is aproblemfor extractve summarizationyorse,
sentencesanked bestfor summaryselectionof-

tentendto be even longerthanthe averagesen-
tencein thedocument.

This paperdescribesnalternatve approacho
summarizatiorcapableof generatingsummaries
shorterthana sentencesomeexamplesof which
aregivenin Figurel. It doesso by building sta-
tistical modelsfor contentselectionand surface
realization. This paperreviews the framawvork,
discussesomeof the prosand consof this ap-
proachusing examplesfrom our corpusof news
wire stories,andpresentsaninitial evaluation.

2 RelatedWork

Most previous work on summarizationfocused
on extractve methods,investigatingissuessuch
as cue phrases(Luhn, 1958), positional indi-
cators (Edmundson,1964), lexical occurrence
statistics(Mathisetal., 1973),probabilisticmea-
suresfor token saliencegSaltonetal., 1997),and
the use of implicit discoursestructure(Marcu,
1997). Work on combiningan information ex-
traction phasefollowed by generationhas also
been reported: for instance,the FRUMP sys-
tem (DeJong,1982) usedtemplatesfor both in-
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Figurel: Sampleoutputfrom thesystenfor avarietyof tagetsummaryengthsfrom asingle

inputdocument.

formation extraction and presentation. More
recently summarizerausing sophisticatedpost-
extractionstratgies,suchasrevision (McKeaowvn
etal., 1999; Jingand McKeawn, 1999; Mani et
al., 1999),andsophisticatedjrammatbasedyen-
eration (Rade and McKeown, 1998) have also
beenpresented.

Thework reportedn this paperis mostclosely
relatedto work on statistical machinetransla-
tion, particularly the ‘IBM-style’ work on CAN-
DIDE (Brown et al., 1993). This approach
was basedon a statisticaltranslationmodel that
mappedbetweensetsof wordsin a sourcelan-
guageand setsof wordsin a tamgetlanguage at
the sametime using an orderingmodel to con-
strain possibletoken sequence$n a tamget lan-
guagebasedon likelihood. In a similar vein,
a summarizercan be consideredo be ‘translat-
ing’ betweentwo languagesoneverboseandthe
other succinct(Berger and Lafferty, 1999; Wit-
brockandMittal, 1999). However, by definition,
thetranslationduringsummarizatiorns lossy and
consequentlysomeavhat easierto designand ex-
perimentwith. As we will discussn this paper
we built several modelsof varying complexity;*
eventhesimplestonedid reasonablyvell atsum-
marization,whereast would have beenseverely
deficientat (traditional)translation.

We have very recentlybecomeaware of relatedwork
that builds upon more comple, structuredmodels— syn-
taxtrees—to compressinglesentenceéKnight andMarcu,
2000); our work differs from that work in (i) the level of
compressiompossible(muchmore)and, (ii) accurag possi-
ble (less).

3 The System

As in ary languagegeneratiorntask, summariza-
tion can be conceptuallymodeledas consisting
of two majorsub-tasks(1) contentselectionand
(2) surfacerealization. Parameterdor statistical
modelsof bothof thesetaskswereestimatedrom
a training corpusof approximately25,0001997
Reutersnews-wire articles on politics, technol-
ogy, health,sportsandbusinessThetargetdocu-
ments— the summaries- thatthe systemneeded
tolearnthetranslatiormappingto, werethehead-
linesaccompaying the news stories.

The documents were preprocessedbefore
training: formatting and mark-up information,
suchasfont changesndSGML/HTML tags,was
removed; punctuation,except apostropheswas
alsoremoved. Apart from thesetwo steps,no
other normalizationwas performed. It is likely
that further processing,such as lemmatization,
mightbeuseful ,producingsmallerandbetterian-
guagemodels,but this wasnot evaluatedfor this
paper

3.1 Content Selection

Contentselectiorrequiresthatthe systemlearna
modelof therelationshipbetweertheappearance
of somefeaturesin a documentandthe appear
anceof correspondindeaturesin the summary
This canbemodeledby estimatinghelikelihood
of sometokenappearingn a summarygiventhat
sometokens(one or more, possiblydifferentto-
kens) appearedn the documentto be summa-
rized. The very simplest,“zero-level” modelfor
this relationshipis the casewhenthe two tokens
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Figure 2: Distribution of HeadlineLengthsfor
early1997ReuterdNews Stories.

in the documentandthe summaryare identical.
This canbe computedasthe conditionalproba-
bility of a word occurringin the summarygiven
thattheword appearedn thedocument:

P(wiEH|wiED):

P(w; € D|w; € H) - P(w; € H)
P(w; € D)

where H and D representthe bags of words
that the headline and the document contain.
Once the parametersof a content selection
model have beenestimatedrom a suitabledoc-
ument/summargorpusthemodelcanbeusedto
computeselectionscoresfor candidatesummary
terms, given the termsoccurringin a particular
sourcedocument.Specificsubsetof terms,rep-
resentinghe coresummarycontentof anarticle,
canthenbecomparedor suitability in generating
a summary This canbe doneat two levels (1)
likelihood of the length of resultingsummaries,
giventhe sourcedocumentand(2) likelihoodof
forming a coherentlyorderedsummaryfrom the
contentselected.

Thelengthof thesummarycanalsobelearned
asa function of the sourcedocument. The sim-
plestmodelfor documentengthis afixedlength
basedon documengenre.For the discussionsn
this paperthiswill bethemodelchosenFigure2
shaws thedistribution of headlinedength. As can
beseena Gaussiaristribution couldalsomodel
thelikely lengthsquite accurately

Finally, to simplify parameterestimationfor
the contentselectionmodel, we canassumeéhat

thelikelihood of aword in the summaryis inde-
pendentof otherwordsin the summary In this
case,the probability of ary particularsummary-
contentcandidatecanbe calculatedsimply asthe
productof the probabilitiesof the termsin the
candidateset. Therefore,the overall probability
of a candidatesummary H, consistingof words
(w1, ws,...,wy,), underthe simplest,zero-level,
summarymodel basedon the previous assump-
tions,canbe computedasthe productof thelik e-
lihood of (i) the termsselectedor the summary
(i) thelengthof the resultingsummary and (iii)
themostlikely sequencingf thetermsin thecon-
tentset.

P(wy,...,wy,) = ﬁP(wi € H|w; € D)
=1
-P(len(H) = n)

n
'HP(’wz’ | wi, ..., wi—1)
i=2

In generalthe probability of aword appearing
in a summarycannotbe consideredo be inde-
pendentof the structureof the summary but the
independencassumptions an initial modeling
choice.

3.2 SurfaceRealization

Theprobability of ary particularsurfaceordering
asaheadlinecandidateceanbe computedy mod-
elingtheprobabilityof word sequencesThesim-

plestmodelis a bigram languagemodel, where
the probability of a word sequencds approxi-
matedby theproductof theprobabilitiesof seeing
eachtermgivenits immediateeft contet. Prob-
abilities for sequenceshat have not beenseen
in the training dataare estimatedusing back-of

weights (Katz, 1987). As mentionedearlier in

principle, surface linearization calculationscan
be carriedout with respectto ary textual spans
from characterson up, and could take into ac-
countadditionalinformation at the phraselevel.

They could also, of course,be extendedto use
higher order n-grams, providing that suficient
numbersof training headlineswere available to

estimatehe probabilities.



3.3 Search

Even though content selection and summary
structuregenerationhave been presentedsepa-
rately thereis no reasonfor themto occurinde-

pendentlyandin fact,in our currentimplementa-
tion, they areusedsimultaneouslyo contrikuteto

an overall weighting schemethat rankspossible
summarycandidategagainsteachother Thus,the

overall scoreusedin ranking canbe obtainedas
aweightedcombinationof the contentandstruc-
ture modellog probabilities. Cross-alidationis

usedto learnweightsc«, 8 and~y for a particular
documengenre.

n
. P(w;, e H €D
arg m}z}x( a izzllog( (w; € H | w; € D))+

B -log(P(len(H) = n)) +

7y 'iZOQ(P(wi ‘ wi—l)))
1=2

To generatesummaryit is necessaryo find a
sequencef wordsthatmaximizegheprobability
underthe contentselectionand summarystruc-
ture models,thatit wasgeneratedrom the doc-
umentto be summarized.In the simplest,zero-
level modelthat we have discussedsince each
summarytermis selectedndependentlyandthe
summarystructuremodelis first order Markov,
it is possibleto useViterbi beamsearch(Forney,
1973)to efficiently find a nearoptimalsummary
2 Other statisticalmodelsmight requirethe use
of a differentheuristicsearchalgorithm. An ex-
ampleof theresultsof a searchfor candidate®f
variouslengthsis shavn in Figurel. It shavsthe
setof headlinegeneratedby thesystemwhenrun
againsta real news story discussingApple Com-
puters decisionto startdirect internetsalesand
comparingit to the stratgyy of other computer
malers.

2In the experimentdiscussedn the following sectiona
beamwidth of three,and a minimum beamsize of twenty
stateswas used. In other experiments,we also tried to
stronglydiscouragepathsthat repeatederms,by reweight-
ing after backtrackingat every state,since, otherwise,bi-
gramsthatstartrepeatingoftenseemto pathologicallyover-
whelm the search;this reweighting violatesthe first order
Markovian assumptionsput seemsto to more good than
harm.

4 Experiments

Zero level-Model: The systemwastrainedon
approximately25,000news articlesfrom Reuters
datedbetweenl/Jan/1997and 1/Jun/1997. Af-
terpunctuatiorhadbeenstrippedthesecontained
about 44,000 unique tokens in the articles and
slightly morethan15,000tokensin theheadlines.
Representingll the pairwise conditionalproba-
bilities for all combinationsof article and head-
line words® addedsignificantcompleity, sowe
simplified our modelfurtherandinvestigatedhe
effectivenesof trainingonamaorelimited vocab-
ulary: the setof all thewordsthatappearedh ary
of the headlined. Conditional probabilitiesfor
wordsin the headlineghat alsoappearedn the
articleswere computed. As discusseckarlier in
our zero-lerel model,the systenwasalsotrained
on bigram transition probabilitiesas an approx-
imation to the headlinesyntax. Sampleoutput
from the systemusing this simplified model is
shavn in Figuresl and3.

Zero Level-Performance Evaluation: The
zero-lerel model, that we have discussedso far,
works surprisingly well, given its stronginde-
pendenceassumptiongnd very limited vocalu-
lary. Thereareproblemssomeof whicharemost
likely dueto lack of sufficienttrainingdata® Ide-
ally, we shouldwantto evaluatethe systems per
formancein termsboth of contentselectionsuc-
cessandrealizationquality. However, it is hard
to computationallyevaluatecoherencandphras-
ing effectivenesssowe have, to date,restricted
ourseles to the contentaspect,which is more
amenabldo aquantitatve analysis.(We have ex-
periencedoingmuchmorelaborioushumaneval-

3Thisrequiresamatrixwith 660million entries,or about
2.6GBof memory Thisrequirementanbesignificantlyre-
ducedby usingathresholdo prunevaluesandusingasparse
matrix representatiofor the remainingpairs. However, in-
ertiaandthe easyavailability of the CMU-CambridgeSta-
tistical Modeling Toolkit — which generateshe full matrix
— have so far conspiredto prevent us from exercisingthat
option.

4An alternatve approacho limiting the sizeof the map-
pingsthatneedto be estimatedvould beto useonly thetop
n words,wheren couldhave a smallvaluein the hundreds,
ratherthanthe thousandstogetherwith the words appear
ing in the headlines.This would limit the sizeof the model
while still allowing moreflexible contentselection.

>We estimatethatapproximatelyLOOMB of trainingdata
would give us reasonablestimategor the modelsthat we
would lik e to evaluate;we hadacces$o muchless.



<HEADLI NE> U.S. Pushes for
Mideast Peace</ HEADL| NE>

President Clinton met with his top
Mideast advisers, including Secre-
tary of State MadeleineAlbright and
U.S. peace ervoy Dennis Ross, in
preparationfor a sessionwith Israel
Prime Minister Benjamin Netaryahu
tomorraw.  Palestinianleader Yasser
Arafatis to meetwith Clinton laterthis
week. Publishedreportsin Israel say
Netaryahuwill warnClintonthatlsrael
cant withdrav from more than nine
percentof the West Bank in its next
scheduledpullback, although Clinton
wantsa 12-15percentpullback.

1: clinton 6 0
2: clintonwants -15 2
3: clintonnetalyahuaraft 21 24
4: clintonto mideastpeace -28 98
5: clintonto meetnetalyahuaraft -33 298
6: clintonto meetnetalyahuarafitis- -40 1291

rael

Figure3: Samplearticle (with original headline)
and systemgeneratedutput usingthe simplest,
zero-level, lexical model. Numbersto the right
are log probabilities of the string, and search
beamsize,respeciiely.

uation,andplanto do so with our statisticalap-
proachaswell, oncethemodelis producingsum-
mariesthat might be competitve with alternatve
approaches.)

After training, the systemwas evaluatedon a
separatepreviously unseenset of 1000 Reuters
news stories distributedevenly amongsthesame
topicsfoundin thetraining set. For eachof these
stories,headlinesveregeneratedor a variety of
lengthsand comparedagainstthe (i) the actual
headlinesaswell as(ii) the sentencaanked as
the mostimportantsummarysentence.The lat-
teris interestingbecauseét helpssuggesthe de-
greeto which headlinesuseda differentvocalu-
lary from thatusedin thestoryitself® Termover-

5The summarizemwe usedhereto testwas an off-the-

Gen.Headline | Word Percentagef
Length(words) | Overlap | completematches
4 0.2140 19.71%
5 0.2027 14.10%
6 0.2080 12.14%
7 0.1754 08.70%
8 0.1244 11.90%

Table1: Evaluatingthe useof the simplestlexi-

cal modelfor contentselectionon 1000 Reuters
news articles. The headlinelengthgivenis thata
which the overlapbetweerthetermsin thetamget
headlineand the generatedsummarywas maxi-

mized. The percentag®f completematchesn-

dicateshow mary of the summariesof a given
length had all their termsincludedin the target
headline.

lap betweenthe generatecheadlinesandthe test
standardgboth the actualheadlineandthe sum-
mary sentencejvasthe metricof performance.

For eachnews article, the maximum overlap
betweenthe actual headlineand the generated
headline was noted; the length at which this
overlap was maximal was also taken into ac-
count. Also tallied were countsof headlineghat
matchedcompletely— thatis, all of the wordsin
the generatedheadlinewerepresentn the actual
headline— aswell astheir lengths. Thesestatis-
tics illustratethe systems performancen select-
ing contentwordsfor thehheadlinesActual head-
lines are often, also, ungrammaticalincomplete
phrases.lIt is likely that more sophisticatedan-
guagemodels,suchasstructuremodels(Chelba,
1997; Chelbaand Jelinek, 1998), or longer n-
grammodelswould leadto the systengenerating
headlinesthat were more similar in phrasingto
realheadlinedecausdéongerrangedependencies

shelf Carngjie Mellon University summarizerwhich was
thetop ranked extractionbasedsummarizefor news stories
at the 1998 DARPA-TIPSTER evaluation workshop (Tip,
1998). This summarizerusesa weightedcombinationof
sentenceposition, lexical featuresand simple syntactical
measuresuch as sentencdength to rank sentences.The
useof this summarizeshouldnot betaken asaindicatorof
its valueasatestingstandardit hasmoreto dowith theease
of useandthefactthatit wasareasonableandidate.



Overlapwith headline Overlapwith summary
L Lex | +Position | +POS | +Position+tPOS| Lex | +Position | +POS | +Position+POS
1 [ 0.37414] 0.39888 | 0.30522 0.40538 0.61589| 0.70787 | 0.64919 0.67741
2 | 0.24818| 0.26923 | 0.27246 0.27838 0.57447| 0.63905 | 0.57831 0.63315
3 | 0.21831| 0.24612 | 0.20388 0.25048 0.55251| 0.63760 | 0.55610 0.62726
4 | 0.21404| 0.24011 | 0.18721 0.25741 0.56167| 0.65819 | 0.52982 0.61099
5 | 0.20272| 0.21685 | 0.18447 0.21947 0.55099| 0.63371 | 0.53578 0.58584
6 | 0.20804| 0.19886 | 0.17593 0.21168 0.55817| 0.60511 | 0.51466 0.58802

Table2: Overlapbetweertermsin the generatedheadlinesandin the original headlinesandextracted
summarysentencesiespectiely, of the article. Using Part of SpeechPOS)andinformationabouta
token’s locationin the sourcedocumentjn additionto the lexical information, helpsimprove perfor

manceon the Reuters'testset.

couldbetakeninto account.Tablel shawvsthere-

sultsof theseterm selectionschemesAs canbe

seen,even with suchan impoverishedlanguage
model,the systemdoesquitewell: whenthegen-

eratedheadlinesare four wordslong almostone

in every five hasall of its wordsmatchedin the

article s actualheadline. This percentagealrops,

asis to beexpectedasheadlinegyetlonger

Multiple SelectionModels: POS and Position
As we mentionedearlier the zero-level model
thatwe have discussedo far canbe extendedto
take into accountadditionalinformationboth for
the contentselectionandfor the surfacerealiza-
tion stratgy. We will briefly discussthe useof
two additionalsourcesof information: (i) partof
speechPOS)information,and(ii) positionalin-
formation.

POSinformation canbe usedboth in content
selection- to learnwhich word-sensesremore
likely to be partof a headline- andin surfacere-
alization. Traininga POSmodelfor both these
tasksrequiresfar lessdatathan training a lexi-
cal model,sincethe numberof POStagsis much
smaller We useda mixture model (McLachlan
and Basford,1988)— combiningthe lexical and
the POSprobabilities— for both the contentse-
lectionandthelinearizationtasks.

Anotherindicator of salienceis positionalin-
formation, which hasoften beencited as one of
themostimportantcuesfor summarizatiorby ex-

1: clinton -23.27
2: clintonwants -52.44
3: clintonin albright -76.20
4: clintonto meetalbright -105.5
5: clintonin israelfor albright -129.9
6: clintonin israelto meetalbright -158.57

(a) Systemgeneratedutputusingalexical + POSmodel.

1 clinton -3.71
2: clinton mideast -12.53
3: clinton netaryahuaraft -17.66
4: clinton netaryahuaragtisrael -23.1
5: clintonto meetnetatyahuaraft -28.8
6: clintonto meetnetatyahuarafitisrael -34.38

(b) Systemgeneratedoutput using a lexical + positional
model.

1 clinton -21.66
2: clintonwants -51.12
3: clintonin israel -58.13
4: clinton meetwith israel -78.47
5: clintonto meetwith israel -87.08
6: clintonto meetwith netaryahuarafit -107.44

(c) Systemgeneratedutputusinga lexical + POS+ posi-
tional model.

Figure4: Outputgeneratedy the systemusing
augmentedexical models. Numbersto the right
arelog probabilitiesof the generatedstringsun-
derthegeneratiormodel.




Original term Generatedterm

Original headline

Generatedheadline

NationsTopJudge | Rehnquist

Kaczynski UnabombeSuspect

ER Top-RatedHospitalDrama
Drugs Cocaine

cord

Wall StreetStocksDecline
49ersRoll Over Vikings 38-22
Corn,WheatPricesFall

Marny Hopeful on N. Ireland Ac-

Dow Jonedndex lower
49ersto nfc title game
soybeangrainpriceslower

britain irelandhopefulof irish
peace

Table3: Somepairsof tamget headlineand generatedummarytermsthat were countedas errorsby
the evaluation, but which are semanticallyequivalent, togetherwith some“equally good” generated
headlineghatwerecountedaswrongin the evaluation.

traction(Hovy andLin, 1997;Mittal etal.,1999).
Wetrainedacontentselectiormodelbasednthe
positionof the tokensin the training setin their
respectre documents.Thereare several models
of positionalsaliencehathave beenproposedor
sentenceelectionwe usedthe simplestpossible
one:estimatingthe probability of atokenappear
ing in the headlinegiven thatit appearedn the
1st,2nd, 3rd or 4th quartile of thebody of thear
ticle. We thentestedmixturesof the lexical and
POSmodels,lexical and positionalmodels,and
all threemodelscombinedtogether Sampleout-
put for the article in Figure 3, using both lexi-
cal and POS/positionalnformation can be seen
in Figure 4. As can be seenin Table 2,” Al-
though adding the POS information alone does
not seemto provide ary benefit,positionalinfor-
mationdoes.Whenusedin combinationeachof
the additionalinformation sourcesseemsto im-
prove the overall modelof summarygeneration.

Problemswith evaluation: Someof the statis-
tics that we presentedin the previous discus-
sion suggestthat this relatively simple statisti-
cal summarizatiorsystemis not very goodcom-
paredto someof the extraction basedsumma-
rization systemsthat have beenpresentecelse-
where(e.g.,(Rade andMani, 1997)). However,
it is worth emphasizinghat mary of the head-
lines generatedy the systemwere quite good,
but were penalizedbecauseour evaluationmet-
ric wasbasedn theword-errorrateandthe gen-
eratedheadlinetermsdid not exactly matchthe
originalones.A quickmanualkcanof someof the
failuresthatmight have beenscoredassuccesses

"Unlike thedatain Table1, theseheadlinesontainonly
six wordsor fewer.

in a subjectve manualevaluationindicatedthat
someof theseerrorscould not have beenavoided
without addingknowledgeto the system for ex-
ample,allowing the useof alternatetermsfor re-
ferring to collectve nouns. Someof theseerrors
areshavn in Table3.

5 Conclusionsand Future Work

This paperhas presentedan alternatve to ex-
tractive summarization:an approachthat makes
it possibleto generatecoherentsummarieshat
are shorterthan a single sentenceand that at-
temptto conformto a particularstyle. Our ap-
proachappliesstatisticalmodelsof the term se-
lection and term ordering processedo produce
shortsummariesshorterthanthosereportedpre-
viously. Furthermore with a slight generaliza-
tion of the systemdescribedhere,the summaries
neednot containary of thewordsin the original
documentunlike previous statisticalsummariza-
tion systems. Given good training corpora, this
approachcanalsobe usedto generatéheadlines
from avarietyof formats:in onecasewe experi-
mentedwith corporathatcontainedlapanesdoc-
umentsandEnglishheadlines.This resultedin a
working systemthat could simultaneouslytrans-
lateandsummarizelapanesdocuments.

The performanceof the systemcould be im-
proved by improving either contentselectionor
linearization.This canbethroughtheuseof more
sophisticatednodels suchasadditionallanguage
modelsthattake into accounthe signeddistance
betweernwordsin the original story to condition

8Sinceour initial corpuswas constructedby runninga
simple lexical translationsystemover Japaneséeadlines,

the resultswere poor, but we have high hopesthat usable
summariesnay be producedy trainingoverlargercorpora.



the probability thatthey shouldappearseparated
by somedistancan theheadline.

Recently we have extendedthe modelto gen-
eratemulti-sententiasummariesaswell: for in-
stancegivenaninitial sentencesuchas“Clinton
to meetvisit MidEast. andwordsthatarerelated
to nouns(“Clinton” and “mideast”) in the first
sentencethe systembiasesthe contentselection
modelto selectother nounsthat have high mu-
tual informationwith thesenouns. In the exam-
ple sentencethis generatedhe subsequensen-
tence“US urges Israel plan” This model cur
rently hasseveral problemsthat we are attempt-
ing to address: for instance,the fact that the
wordsco-occurin adjacensentencem thetrain-
ing setis not sufiicient to build coherentudjacent
sentencegproblemswith pronominalreferences,
cue phrasessequencegtc. abound). Further
more,our initial experimentshave sufferedfrom
a lack of goodtraining andtestingcorpora;few
of the news storieswe have in our corporacon-
tain multi-sententiaheadlines.

While theresultssofar canonly be seenasin-
dicatie, this breedof non-etractive summariza-
tion holdsagreatdealof promise pothbecausef
its potentialto integratemary typesof informa-
tion aboutsourcedocumentsand intendedsum-
maries,and becauseof its potentialto produce
very brief coherensummariesWe expectto im-
prove boththequality andscopeof thesummaries
producedn futurework.
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