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Abstract

In this paper, a statistical lahguage model that can model both remote and local
dependencies is proposed. This model takes into account the relationship between the
predicted word and its preceding words without considering the order of the preceding
words. Two primary parameters, the reliability coefficient and the combination factor,
are proposed to achieve a better performance of the language model. The reliability
coefficients identify the reliabilities of the remote dependencies to the predicted word.
The combination factor gives a weight to the combination of the local dependency
and the remote dependency.

The language model was tested on the task of word clustering and compared to
the traditional N-gram language model. A large corpus provided by Academia Sinica,
Taiwan, containing 5 million words was used for training and testing. The
experimental results show that the proposed model takes littler computation and
achieves a better performance for large N compared to the traditional N-gram

language model.

1. Introduction
Statistical language models have proved useful when enough data is abailable to
estimate the word probabilities. The most commonly used statistical language

modeling technique is to consider the word sequence w, ---w, as a Markov process

and is termed as the N-gram language model. The traditional N-gram language model

estimates the word sequence probability by the following equation
0
P(Wl"'WQ)ZHP(Wnlw::;VH (D
n=l

-1 i k
where w,",,, represents the word sequence w, ., ---w,, for short and the

n

conditional probability P(w, | w."y,,) indicates that the probability of the word w,
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can be predicated by its preceding N-1 words w,_y,, =" w,_,.

The N-gram language model has been shown that it can work very well on
dealing with local dependency in language. But it takes heavy computation and large
memory requirement for large N. For practical reasons, most systems use bigram or
trigram only. That is, they estimate the conditional probabilitiesb only for N=2 or 3.
Thus computational complexity and memory requi‘rement can be reduced efficiently.
In this model, however, the remote dependencies will not be taken into account. That
is, some grammatical structures like "if...then" clause will not be modeled.

Without caring about heavy computation and memory requirement, the

conditional probability P(w, |w,_y,, -**W,_,) strictly constrains that the predicted
word w, is related to the preceding word sequence w,_,,, ---w,_, and their order. In
practice, however, the word w, is partially related to the word sequence

W,_ys W, only. In other words, the word w, is only related to some words in the

word sequence w,_,,, ---w,_, rather than the whole word sequence. For instance,

considering the sentence "I went for a long long walk this morning," using the
conditional probability P("walk"|" go"," for","a") to predict the word "walk" will
be more appropriate than using P("walk"|"go"," for","a","long","long"). The
phrase "go for a walk" is a very common usage in texts but the phrase "go for a long
long walk" is often used in spoken language or is an unseen event.

One of the primary difficulties encountered using the N-gram language model is
the problem of sparse data. No matter how large a training corpus you have, there will
always be many unseen events that will come up in testing. For this sake, many
people invested in modeling unseen events [1, 2]. Smoothing methods solved the
problem of sparse data only for some cases. For instance, the unseen events never
appearing in real world and the unseen events resulting from incomplete collection are
different, but they are viewed as the same by the smoothing methods. In our opinion,
the kinds of problems should be essentially dealt with in modeling phase rather than
in smoothing phase. _

A different approach in language modeling was proposed by using the
technologies of class mapping [3]. For an unseen word m-gram, it is still possible to
map ‘it to a corresponding class m-gram. Because the number of model parameters

such as the m-gram probabilities is reduced due to the class mapping, each parameter

124



can be estimated more reliably. On the contrary, reducing the number of model
parameters will result in a rough model with less precise prediction of the next word.
It is a tradeoff between these two extremes.

In terms of linguistics, however, word equivalence class is an important concept
in syntax and semantics. It is defined by linguistic experts and is called part of speech
(POS). In the past years, many techniques for word clustering have been proposed [4-
6]. Generally, the algorithms are based on minimum perplexity or maximum
likelihood. In this paper, the most commonly used quantity, perplexity, is used to
evaluate the proposed language models on the task of word'clustering.

The goal of this paper is to model both remote and local dependencies in
language but just requires low computation and memory requirements. We will
describe the remote dependency modeling in Section 2. The proposed language model
will be described in Section 3. In Section 4, we will describe how to implement word
clustering efficiently by the exchange algorithm. We designed several experiments to
show the performance of the laﬁguage model we proposed on word clustering. We
will show the experimental results in Section 5. Finally, we will make some

conclusions in Section 6.

2. Remote Dependencies Modeling

The N-gram language model encounters two difficulties while estimating remote
dependencies. The ﬁrst one is that it takes much time in computation and requires
much memory for large N. The second one is the problem of sparse data. Here, we
will describe a way for modeling remote dependencies but reducing the above

requirements.

2-1 Estimation of Remote Dependencies

Estimating remote dependency between two disconnected words, intuitively, can
be viewed as estimating remote bigram. If there is a pair of disconnected words v
and w, where v appears in front of w in the text, then computing remote bigram of
v and w can be viewed as computing the conditional probability p,(w|v) defined
as

Fyp(v,w)

D,(v,w)=pp(w|v)= _F(v—) (2

where F(v) denotes the frequency of the word v and F,(v,w) denotes the
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frequency of the disconnected word pair (v, w) in the corpus.
However, the estimation of conventional bigram is not applicable to remote

bigram. For each word, it counts remote dependencies in a proper range M based on

the -corpus. It will happen that 2 pr(w|v)21 due to Z F,(v,w) 2 F(v) when the

range M is greater than 2. For instance, for the word sequence v---w,w,, the
summation F,(v,w,)+ F,(v,w,) will be greater than the frequency F(v) if we
increase the frequencies F(v), F,(v,w,) and F,(v,w,) by I respectively. To avoid
this inequality, we just increase the frequency by c rather than 1 for each remote
frequency Fp(w,_,w,),i=2---M -1 and c can be computed as

RIS SN S
c=max{M_2,L_2} . (3)

where L is the number of the words from the left boundary of the sentence to the

predicted word . Thus, it will keep the equal sign of the following equation
> Fp(v,w)=F() @)

Nevertheless the above estimation will lose some dependencies from more complex
grammatical structures like "prefer to ... rather than." To avoid this problem, we can
increase the degree of remote dependency by using remote m-gram rather than remote
bigram. In our experiments, we model remote dependencies by using remote bigram

only.

2-2 Reliability Coefficients

The remote dependency D,(v,w) is defined to represent the dependency

between the predicted word w and a prior word v. Since there are several
dependencies in the proper range M, it is reasonable to assign a weight for each
dependency. We call them reliability coefficients. They identify the reliability of the

corresponding dependency to the predicted word. The more the appearance frequency

is, the better the reliability is. For a remote dependency D, (w,_,,w,), therefore, the
reliability coefficient A,, can be estimated as
Fy(w,_,w,

A‘ M-l
ZF'R (wn—j’wn)
J=2

in
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3. The Proposed Model

In this section, we will describe how to combine remote dependencies into N-
gram language model. In order to solve the problem of sparse data, we categorize
words into word equivalence classes and estimate unseen events by using Turing-

discounted probabilities [7].

'3-1 Combination of Remote and Local Dependencies
The proposed model consists of two components: the N-gram language model

(N-gram) and the language model with parallel remote dependencies (PRD). These

two components could be defined as follows.

e  N-gram Language Model (N-gram)

n—-1 _ F(w:—NH)

Py W, W)= ¢
N—;,ram( | N+l F(WZ:;VH ( )
o Language Model with Parallel Remote Dependencies (PRD)
M-l
Pray 0, 1900 = 1 Dt ) o

Since the N-gram model considers the local dependency only, it is enough for
N=2 or 3 in the combination model. The combination model named Language Model
with M-Remote and N-Local Dependencies (MRNLD) consists of N-gram with small
N and the language model with M parallel remote dependencies. Fig.1 shows the
relationship between the predicted word and the remote and local dependencies. The

language model can be defined as

Prpiy W, | Wy ) = Py_gram (W, | WZ:LH ) Py W, | W) 2 (8)
where o(w,) is the combination factor. It weights the N-gram language model and
the language model with M parallel remote dependencies for each word w,. We

model its behavior by using a sigmoid function that can be computed as

1 :
1+ g~ )-r(w)) > ©)

o(w,) =

where I(w,) and r(w,) represent the local and remote log likelihood functions for

the word w, respectively. They are defined as follows
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I(w)= longL (w, | w)'=0
wel

| 10
= ¥ (log F, (w,w,) ~ log F(#))F, (w,w,) (10)

r(w,) =log HpR(wn | w) " C*a)
welW

11
=Y (log F(w,w,)—log F(W))F (w,w,) (11)

local bigram

the predicted word

M-2 remote bigrams

Fig.1 the relationship betwéen the predicted word and the remote and local

dependencies

3-2 Word Equivalence Class Mapping
In word clustering, we assumed that each word belongs to only oné class. By this
assumption, a mapping C from vocabulary W to classes G can be represented as
C:W—-G , (12)
and by this mapping, the bigram probability [1] can be defined as
| P(w|v)=P(w|C(w))- P(C(w)|C(v)) (13)
where P(w|C(w)) denotes the membership probability of the word w and
P(C(w)| C(v)) denotes the transition probability from class C(v) to class C(w).

Then Eq.8 can be recomputed as

n—i

Py Wy | W, 0

= P(W" | C(wn))
—eram COW ) CW,_y 1) C(W, )€
X Py (C(W,) | C(W,_py 1) - C(W,_y )0

x P, 19

where the combination factor a(C(w,)) and the related tokens are well defined as

follows:

1

&)= T ey (5)
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I(g) =, (logF,(h,g)~log F(M)F,(h.g . (16)

he GG .

r(g) =Y, (log F (h,g)~log F(M)Fy(h, g) (17)

he(;
After the word clustering process, the number of unseen evens can be greatly
reduced. For the remaining unseen events, the Turing-discounted. probabilities [7] are

adopted for further smoothing.

4. Implementation of Word Clustering

4-1 Clustering Algorithm

We use ‘;he exchange algorithm [4] in this word clustering process. The main
idea of the algorithm is to find a class mapping C : W — G such that the perplexity
of the language model is minimized over the training corpus, where an observétion
word may be exchanged from a class to another class in order to improve the criterion.

In the case of language modeling, the optimization criterion is the entropy described

in next subsection. The initialization method is to assign the most frequent IGl—l

words into their own word equivalence classes, where |G| is the number of classes,

and the remaining words into an additional word equivalence class.

4-2 Performance Measure

Having constructed a language model, we need to show how well the proposed
language model performs in a task. It is necessary to have a method for measuring the
performance. We use the perplexity to measure the performance of the MRNLD on

word clustering. The formal perplexity PP is defined as [8]
PPEP(Wlwz...wQ)—§ ’ . (18)

For the MRNLD, the estimation of well-defined entropy can be decomposed in

terms of frequencies as follows

H, =log PP (19)
1 o

=-—log P(w,w, ---w,) (20)
Q .

A ﬁp w |w 21

= 0 g | MRNLD Wy | Wh_pr41 @2y
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18 o ‘
== —Q_ Z log Py (W, | Wi hai 22)
n=l -

- —é{Zleg p(w, |C(w,))
. Q
+ 3 a(COw, ) 1og p, (CO#,) | CO¥pyar) CW,1) 23)

n=|

Q M=l
+ Y [(1-0(C(w, )))_2 Ai, log pr(Cw,) | C(w,_ D]}

Fw)
F(C(w)

=—é—{w§F(W) log

+ gEGﬂZE,GN_I (@)F, (H, g)log—C 71 24

0 . M- F C 'sC n
+ > (-2, )3 A, log R(F((?{i .)()w .

)}

_ _-é-{ZF(w) log F(w) - Y, F(g)log F(g)
wel

geG

+.0(g) Y F,(H,g)logF,(H,g)~log F(H)) (25)

gelG HeGY™'

+ 3 (1= a(CO, ) X Ay, (108 Fo (C(W,.,),C(w,)) ~ log F(C(w,., )}

n=l

- —-é-{ZF(w) log F(w)- Y, F(g)log F(g)
welW )

+Za(g) ZFL(H,g)(logFL(H,g)—IOgF(H)) (26)
geG HeGY™!
S Fy(h,, g)log Fy(h,, )~ log F(h,))

Y (-ag) ¥ AR
geG n3C(w,)=g Z F‘R (h‘ . g)

=N h=C(w,_,)

}

By Eq.26, it takes much time on computing remote dependencies due to dynamic

reliability coefficients. In order to reduce the computational complexity, 4,, is

. It means that the reliabilities for all remote

chosen as a constant,

dependencies are equal. Then Eq.26 can be rewritten as
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H, =——{3 F(w)log F(w)~ ¥ F(g)log F(g)

welW geG
+ 2 0(g) Y F,(H,g)logF, (H. ) ~log F(H) @7)
+ Y (1-a(g)), Fr(h, g)log Fy (h, g) - log F(R))}
geG heG

S. Experimental Results

In this section, we will show the experimental results for the v‘vord'clustcring
procesé. The test corpora, ASBC (Academia Sinica Balanced Corpor;a_), were provided
by Academia Sinica, Taiwan. We tested on four aspects: The first one is model testing.
It tests on three models: the traditional N-gram language' model, the language model
with M parallel remote dependencies, and the proposed model MRNLD. The second
one is the testing for CPU time. It compares the CPU time in word clustering by using
different language models: the class trigram language model and the MRNLD. The

third one is parameter testing. It tests the reliability coefficient A,, and the

combination factor o . The fourth one is corpus test including inside test and outside

test. All of these tests evaluate the performance by perplexities.

5-1 Corpora

ASBC consists of several corpora that were collected and tagged by Institute of
Information Science, Academia Sinica. It contains 5 million words and a vocabulary
0f.130,000 words including common words, proper nouns and compound words. In
our experiments, we chose about 27,000 most frequent words as the vocabulary.

In the word clustering process, we predefined 6 classes. The first two classes

consist of one word respectively. The first two classes are "iou3" (75) and "shz4" (&)
and their gramrﬁar behaviors are very complex, so we pre-clustered them into 2
classes respectively. The third class consists of 4 words: "de" (#), "ir" (%), "de" (1),
and "de" (#) due to their special functions. The fourth class collects all borrowed

words from foreign languages in the corpora. The fifth class collects those out-of-
vocabulary words. The sentence boundary was viewed as a word and pre-clustered

into the sixth class.

5-2 Word Clustering Experiments .

In the experimental results, the traditional trigram language model is abbreviated
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to trigram, the language model with 3 parallel remote dependencies is abbreviated to
3-PRD, and the language model with 3 remote and 2 local dependencies is
abbreviated to 3-R-2-LD. Additionally, 3-PRD is defined as 3-R-2-LD with the local
degree (N) being 1.
5-2-1 Model Test

Table 1 shows perplexifies of trigram, 3-PRD, and 3-R-2-LD. In this experiment,
we tested on remote degree of 3, dynamic combination factors, and static réliability
coefficients. We used the whole corpus of 5 million words in testing. However, since
trigram needs large computation, it waé just tested on cluster numbers of 50, 100; and
200. The results show the language model with 3 remofe and 2 local dependencies is

better than the traditional trigram language model in word clustering.

Table 1. Perplexities for different models with different numbers of word equivalence

classes
Lo No. of Classes| 5, | 100 | 200 | 500 | 1000 | 2000
Trigram 247.63|212.58|182.38| - ] ]
3-PRD 215.23]195.46|160.78|136.92| 108.44| 95.45
3-R-2-LD 201.39(173.85(135.26|112.45| 89.86 | 78.93

Table 2 shows perplexities of PRD and MRNLD with different remote degrees
(M) from 3 to 8 and a fixed local degree (N) being 2. In this experiment, we clustered
the whole corpus of 5 million words into 50 classes by using dynamic combination
factors and static reliability coefficients. The results show that the perplexities of both
two models decrease as the remote degrees increase and MRNLD performs better than

PRD.

Table 2. Effect of remote degree (M) for different models
M

L M. 3 4 5 6 7 8

" PRD 215.231208.91 [199.73 | 193.28 | 205.63 | 211.37
MRNLD (N=2) [201.39(196.54 | 188.49 | 185.10|190.57 | 196.25
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5-2-2 CPU Time Test

Table 3 shows the CPU time per iteration by using the 3-R-2-LD model and the
trigram model on word clustering and the result shows that the 3-R-2-LD model is
more efficient than the trigram model. This experiment is tested on the corpus of 5
million words. Due to large computations of trigram, we tested only on cluster

numbers of 50, 100, and 200.

Table 3. CPU time (minutes per iteration) for clustering algorithm on different models

No. of Classes| <o | 109 | 200 | 500 | 1000 | 2000
L. M.
Trigram 172 | 340 | 1035 - - -
3-R-2-LD 115 | 230 | 621 | 2016 | 5138 |13740

5-2-3 Parameter Test

To reduce the computational complexity, we simplified the dynamic reliability
coefficients to be static ones. We want to know the simplification effect in this
experiment. Additionally, due to the large computation in. testing on the dynamic
reliability coefficients, we used a small corpus that is only part of the ASBC and it is
also clustered into 50, 100, and 200 classes. The downsized corpus consists of 1
million words. Table 4 shows the experimental results. The static reliability
coefficients are better than the dynamic ones. This seemly contradicts to our

expectation. A reasonable explanation is the problem of data sparseness.

Table 4. Perplexities for dynamic and static reliability coefficients (A1)
No. of Classes

1 50 100 -{ 200 | 500 | 1000 | 2000

‘Dynamic 245.86(197.41|158.03| - - .
Static 223.07/185.15(149.79|116.93| 95.23 | 87.74

The combination factor ¢ is dynamic and defined by a sigmoid function. The
MRNLD is the combination of the N-gram and PRD, the combination factor
determines whether the N-gram model is more important than PRD or not. From

Table 5, we know that sometimes N-gram is more important than PRD but sometimes
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not. It depends on classes. The corpus used in this experiment consists of 5 million

words.

Table 5. Effect of combination factor (& ) on the number of classes

. No. of Classes| 5, | 100 | 200 | 500 | 1000 | 2000
0.25 283.97273.34|254.37|245.18|223.64|209.84

0.5 269.51|250.49|212.49|204.31(179.57|168.35

0.75 254.66|1225.04(197.43|164.25|144.59] 123 88
Dynamic 201.39|173.85(135.26|112.45| 89.86 | 78.93

5-2-4 Corpora Test

A successful language model should be applied to any other corpora. So we
divided the corpora into two groups of 1 and 4 million words. Let the small one be the
training corpus and the big one be the test corpus. Table 6 and 7 show the
experimental results. The same as our expectation, the results of the outside test are
somewhat worse than the inside test. Besides, both of these two tests show that the

language model with the remote degree of 6 has the best performance.

Table 6. Perplexities on inside test

No. of Classes

50 100 | 200 | 500 | 1000 | 2000

223.07|185.15(149.79|116.93| 95.23 | 87.74
218.21|179.48(144.83|113.46| 93.57 | 82.06
1209.32|176.25(137.68|105.30( 90.37 | 80.64
207.58(172.79(136.51(102.22 88.24 | 79.62
212.03|188.16(145.221107.97| 92.75 | 85.34
220.57(190.62(146.13(112.68| 93.06 | 88.29

I ||| |W
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Table 7. Perplexities on outside test

No..of Classes

50 | 100 | 200 | 500 | 1000 | 2000

252.12(228.06/197.00|160.94|133.76|125.63
244.56(216.83(186.29/157.20|130.94|120.39
243.67(215.98(175.64|147.26|126.70|116.52
237.06(208.34|174.17|139.56|117.53 110.02
252.78|222.03(185.63|153.64(125.64|118.08
269.74|224.76(190.49|157.89(134.80|120.24

RN |n ]| W

6. Conclusions

In this paper, we proposed a word equivalence class based language model that
can model both remote and local dependencies. This model takes into account the
relationship between the predicted word and its preceding words without considering
the order of the preceding words. Although this model considers the remote
dependency and the local dependency simultaneously, it requires littler computation
than the traditional class-based N-gram language model on word clustering task and
achieves a better performance for large N.

Two primary parameters, the reliability coefficient and the combination factor,
are proposed to achieve a better performance of the language model. According to the
experimental results, the language model achieves the best performance on static

reliability coefficients and dynamic combination factors.
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