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Abstract

The lack of lexical information involves a hidden Markov model for part-of-speech (POS) tagging in lots of
difficulties in improving the performance. To alleviate the burden, this paper proposes a method for combining
multiword units, which are types of lexical information, into a hidden Markov model for POS tagging. This paper
also proposes a method for extracting multiword units from POS tagged corpus. In this paper, the multiword unit
is' defined as more than one word, which frequently makes POS tagging errors. Our experiment shows that the
error reduction rate is about 13%.

1 Introduction

Part-of-speech (hereafter POS) tagging is to assign a POS to each word in a sentence. The POS tagging system is
widely used in speech recognition and synthesis, information retrieval as well as natural language processing. The
accuracy of most of them is at least 95%, with practically no restrictions on the in_put text (Church and Mercer, 1993).
This means that there is a tagging error every 20 words in text tagged by the system. The tagging error can cause
serious problems in several z;pplications. In the case of the syntactic parsing system, the tagging error causes pai‘sing
errors or failure. This is the motivation of researches on improving the performance of the POS tagging by using all
possible information. .

A hidden Markov model (hereafter, HMM) is well-known for POS tagging. In the model, one of its problems is
- that it is not éasy to reflect lexical contextual information (hereafter, LCI) although the LCI plays an important role
in POS tagging (Kim, 1996; Lin, Chiang, and Su, 1994). For example of the word ‘sound’, its POS is a noun in the
sentence ‘sound energy’, an adjective in the phrase ‘sound fruit, and a verb in the phrase “They sound alarms.” As
you can see this example, some words are affected in the determination of their correct POSs by surrounding words
rather than surrounding POSs. We propose a method for reflecting the LCI on an HMM to improve the performance
of the tagging system. To model the LCI on the HMM, we should solve two problems: One is how to combine the
LCI such as multiword units into the HMM; the other is how to determihe the combined LCIs. We have slightly
modified the HMM for the former problem and have introduced extraction of collocation for the latter problem. The
proposed method has reduced the error rate by about 13% as compared with the origiria.l HMM. We expect that the
proposed method showsr the more promising result if the LCI could be made manually, but laboriously, rather than

automatically like this paper.
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‘This paper is organized as follows; In Section 2, we discuss HMM and Korean POS tagging as background works.
In Section 3 and 4, combination of an HMM and multiword units as an LCI and the method for extracting the
multiword units are described, respectively. After presenting some experimental results and comparing with other

works in Section 5 and 6, respectively, we summarize our findings and draw conclusions in Section 7.

2 Background
2.1 HMM for POS Tagging

We introduce a probabilistic model well known as an HMM for POS tagging. In the model, a POS tagging procedure ¢
is to select the most proper POS sequence T; satisfying with Equation (1) in a given sentence W (Allen, 1995; Charmak
etc., 1993; Kim, Lim, and Seo, 1995).

#(W) = argmaxr, Pr(T.~|W) = argmaxT Pr(T;, W) _ | (1)

Equation (2) is derived from Equation (1) by using the Markov assumption and the chain rule, where the input

sentence W is wy,ws,...,w, and the most proper POS sequence for W is #,¢2,...,¢,.

¢(W) = argmaxy [ | Pr(til?i—é Jtict) Pr(uslt) 2)

=1
This equation is called the second order HMM for POS tagging. On the right side of Equation (2), the first is called
a contextual probability and the second a lexical probability (Merialdo, 1994). )

2.2 Korean POS Tagging

Korean is different from English in word-formatlon as well as word order. Accordmg to the dlfference, the definition
of the POS tagging can vary slightly. Engllsh POS tagging assigns the most proper POS to each word in a given
sentence as mentioned in Section 1 (Allen, 1995; Merialdo, 1994). On the other hand, Korean POS tagging assigns
not only the most proper sequence POSs but also the most proper sequence of morphemes to each E('),.ieol1 in a given
sentence (Kim, Lim, and Seo, 1995)2. »

We widely use a well-known HMM for Korean POS tagging like English POS tagging. According to whether
the information is included between Eojeols or not, Korean POS tagging gets divided into two models, Eojeol-based
POS tagging model (Lee, 1997; Lee, 1993) and morpheme-based POS tagging model (Kim, 1996; f{im, Lim, and Seo,
1995; Lee, 1995). In the former, a tag of an Eojeol is represented as the POS sequence of morphemes (Lee, 1993) or
a POS pair which is the beginning and the end of the POS sequence of morphemes (Lee, 1997) for a given Eojeol.
An advantage of this model is to consider the contextual information for onebls as well as morphemes. On the other
hand, a disadvantage is not to fix the number of Eojeol tags, therefore data sparseness and some Eojeol ambiguities
on the same POS sequence arise. In the latter, the number of morpheme tags is fixed and small, but the contextual
information for Eojeol can not be reflected. '

Recently, to improve the pérformance, a hybrid model begins to appear on the stage of Korean POS tagging. As '
a representative example of the hybrid model, there is a model that is combined with HMM and rules like Brill’s
transformation (Lee and Shin, 1995; Lim, Kim, and ij; 1997) - '

1An Eojeol is a sequence of morphemes between two spaces and is very similar to a word in English
3Note that readers can find the other differences in another paper of author (Kim, Lim, and Seo, 1995), but not mentioned in this paper.
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Table 1: Some examples of multiword units

No. Multiword unit - : Remarks
(Meaning)
1 ‘hanpich cwunghakkyo’ a proper noun
: (Hanbit Middle School)
2 ‘cenhwa penho’ a compoud noun
(telephone number)
3 ‘-ko iss- an auxiliary conjunctive ending and an auxiliary verb
(be -ing) ‘
4 ‘-ey kwanha-’ a particle and a verb
(with regard to) .
5 ‘kkamccak nolla-’ a adverb and a verb
_ (be startled all of sudden)"
6 ‘kolthang mek-’ a noun and a verb
(be cheated) '

3 Combination of Multiwords and HMM

In this paper, a multiword unit is defined by more than one adjacent word without regard to a grammatical unit in
a sentence. Of course, most grammatical units consisting of more than one word belong to multiword units. Table 1
shows some examples of multiword units®. In Table 1, 1 and 2 are grammatical units, 3 and 4 a functional word and
a content word, which are closely related together, and § and 6 some collocative words like ‘take piace’ in English.
- Except for those in Table 1, there are sevetal sorts of multiword units as in Table 5.

In combmmg multiword units into an HMM, we should solve two problems: One problem is how to involve naturally-
multiword units in an HMM without changing the original model; The other problem is how to extract multiword

units from texts or corpus. We will describe the problems in subsections in sequence..

3 1' Multiword unit based POS taggmg model

A multlword-based POS tagging model, which is based on the h-order HMM is defined by

Pr(tilti—h,l—l) Pr(wi—k.cltc ifo=mi_1Nm;
¢(W) = argmax, H { ¢ otherwise,
i=1

3

where W is an input sentence, T is a correct POS sequence for W, k is the length of a multiword unit mihus one, and p
is the length of intersected words between a previous multiword unit and a current multiword unit. w; , (wiwa...wy)
denotes a sentence with n words. In a similar way, t; , (= t1t2...t,) denotes a POS sequence for w; ,. Next we want
to probe relations between parameters h, k, and p of Equation (3). k(0 < k <h)hasa different value from state to
state. For the original HMM, the values of k on all states are'zero Now we consider the value of k to be one. The
multiword unit w;_, ; is denoted by m; and consists of two words w;—, and w. Therefore, an observation symbol on
each state is a word or two words accordmg to the value of k in case of h = 2 p is the length of intersected words as
mentioned above and the value of p is 0 < p < k. In Equation (3), the above equation without intersected words and
the _numérator of the below equation are the same with the original HMM. The denominator of the below equation,
however, prevents the probabili%ies of the multiword units from reﬂecting the intersected words on the final sequence

twice.
31n this paper, the Yale Romanization is used to represent Korean words and sentences.
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Table 2: The structures of some Eojeols

Eojeols hakkyoey kako issta.
Morphological || hakkyo/nc+ey/jca ka/pv+kofecq iss/pa+ta/ef+./s.
structures kal/pv+ko/ecq iss/px+ta/ef+./s.
ka/px+kofecq )
ka/pv+ko/ecx

kal/pv+ko/ecx

ka/px+ko/ecx

In Figure 1 as an example, we go into details about this model with the help of Table 2, which shows the
morphological structures of Eojeols in a Korean sentence “hakkyoey kako issta(I go to school).”4. The figure shows a
(weighted) network (lattice) of the example sentence as an observation sequence based on the second order HMM. In
the figure, a state and a tranmtlon of the HMM are represented by a node and an edge, respectively, and an observatlon
symbol is labeled on the right and top of each node. Thus, the values on a node and an edge, but dlsappeared from
the figure, mean a (multiword umt-based) lexical probability and a (multiword unit-based) contextual probability,
respectively. The most proper sequence is represented by a bold line and $ is a special symbol to represent the
beginning and the end of a sentence in the figure.

To help readers understand this model fully, we explain this model in detail through a concrete example. Suppose
tha‘f h be 2 for convenience. So, k can be 0 or 1. For a given Korean sentence “hakkyoey kako issta.” which is the
same sentence given in the example in Figure 1, the valid morphological analysis is “hakky/nc+ey/jca ka/pv+ko/ecx
iss/px+ta/ef+./s.” which is underlined in Table 2. Suppose that ‘-ko iss-’ be a multiword unit with k¥ = 1. All words
except this word are simple words (morphemes) with k¥ = 0. Then, the probability Pr(hakkyo + ey ka + ko 1iss +
ta + .,nc+jca pv+ecx px+ef+s.) of Equation (3) is calculated by the followings;

Pr(hakkyo]nc) Pr(ncl|$, $)x

Pr(ey|jca) Pr(jcal$, nc)x

Pr(kalpv) Pr(pv|nc, jca)x

Pr(ko|ecx) Pr(ecx|jca, pv)x

Pr(ko,iss|€CX, PX) Pr(€CX, PX|pV x (4)
r(Eo[eCX) Pr(€CX[pV

Pr(talef) Pr(eflecx, px)x
Pr(.|s.) Pr(s.|pv, ef) x
Pr($|$) Pr($|ef, s.)

3.2 Parameter estimation of multiword units based POS tagging model

If k is 0, parameter estimation is the same with the originé,l HMM. Now we turn to parameter estimation in case of
k = 1. Consider a special case as an example in case of k =1 and h = 2 for our experiment described below. Lexical
probability and contextual probability for a multlword unit w;_; ; are estimated by Equa.tlon (5) and (6);
C(w,_ drlic1,i)

Pr(wi_1:|ti—1,:) ~ Cltird) (5)
Yi—1,4

Pr(ti|t£—2,5—1) >~ aci(fi—;f%j otherwise(k = 0),

4A morphological structure is a result of morphological analysis for an Eojeol and is regarded as a linear structure of which elements
are distinguished by a delimiter ‘+’. ‘hakkyo/nc’ means that the POS tag of the morpheme ‘hakkyo’ are ‘nc’. We put the list of Korean
POS tags in an appendix.
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———— Pr(ecx| jca, pv)

a contextual probability

__—- Pr(kol ecx)

a lexical probability

|

Pr(ecx, px |_pv)
Pr(ecx | pv)

a multiword unit-based
contextual probability

\ .
> X Pr( ko, iss| ecx, px)
Pr( kol ecx) J

: $(end of sentence) '
. "~ amultiword unit-based

lexical probability

Figﬁre 1: A weighted network (lattice) of observations and states (nodes) based on the second order HMM
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where C(z) is a frequency of z. 3-gram for POSs is sufficient to estimate parameters for contextual probability in the
second order HMM and k = 1 as you can see in Equation (6). Theréefore, the degree of the data sparseness is the same
with the original HMM. In proportion to using éome kinds of multiword units, however, the lexical probability is very
different from the contextual probabilit;y in data sparseness, which might cause the performance to make worse. To
alleviate this problem, we use multiword units including an error-prone word with high frequency We will describe

the extractlon method of multlword units in the next section in detail.

3.3 Extraction of multiword units

The extraction method of multiword units is similar to that of collocation in respect of using the frequency of n-gram
(Lee, Kim, and Kim, 1995) This is the difference in that the frequency is counted in not all wbrds, but only in
.error-prone words. That is, if w; is an error-prone word, the frequency of multlword units including w; is defined by
Equation (7),

Ce(wi—k,3) or Ce(Wistr) > p1, (7

where w; is an error-prone word, C, (wi—,:) and Ce(w; i+i) are the frequency of the left context and the right context
of the error-prone word w;, respectively, and py(py > 1) is a constant as a threshold. Generally, mutual information
is used for extraéting collocation (Church and Hanks, 1990), but is improper in extracting multiword units. This
is the reason that the left and the right context are considered differently. Let us consider the left context of an
error-prone Ko;ean word “-ko’. The left context can be all verbs such as ‘mek (eat) + ko’ and ‘ip (wear) + ko’ etc. In
this paper,. these verbs are improper as multiword units based on ‘-ko’. On the other hand, consider the right context
of the word ‘~-ko’. In many cases, the right context is a special auxiliary verb ‘iss-’, but this might not always be the
case. Therefore, in the case of the error-prone word “-ko’, the left context is not proper as a multiword unit, but the
right context is proper. In this paper, as we pay attention to this point, the conditional probability and the relative
frequency count (Sil, Wu, and Chang, 1994) are used for extracting multiword units as in Equation (8).
C(wi—k,i) C(wiitk)

E{C(wi-t,)} E{C(wi,i+x)}

~ where E{C(wi-t,;)} and E{C(w;+&)} are the avérage frequency of w;_x; and w; i+, respectively, p2(p2 > 0) is' a

Pr(wi_,i-1|w:) or Pr(wiy,itrlwi) > pa, (8)

constant as a threshold, w; is an error-prone word. In this paper, p1 and po are controlled to keep minimal errors on

the training corpus described in next section in detail.

4 Experiment and Evaluation

The main objective of this paper is to show that the multiword unit is a kind of useful information to improve the

performance of a tagging system, especially based on an HMM.

4.1 Experimental Environment

We use the “KAIST corpus” data described in Kim (1996). It contains 15,950 sentences and its other statistics are
shown in Table 3. These sentences have been tagged manually at the department of computer science in KAIST. The
training corpus and the test corpus are independent. We use 51 different POS tags as in Appendix. We have built a
dictionary that indicates the list of possible tags for each morpheme, by taking all the words that occur in the total
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Table 3: Statistics of training and test corpus

statistics training corpus | test corpus
no. of sentences 12,082 3,868
no. of Eojeols - 131,581 41,122
no. of morphemes 284,241 88,683
avg. no. of Eojeols-per sentence 10.89 - 10.63

avg. no. of morphemes per Eojeol 2.16 2.16

Table 4: Performance according to model parameters

no. multiword units | p; P2 no. of errors for morphemes
Eojeol morphemes | error reduction rate(%)

0| - -1 1655 1987 - 0.00
20| 5 3.000 1606 1889 4.93
43 [ 5 1.000 1601 1885 . 513
601 3 1.000 1589 1876 5.59
78 2 1.000 | 1591 1878 5.49
120 3 0.100 | 1533 1786 10.12
130 | 3 0.050 | 1507 1749 11.98
143 ( 3 0.010 | 1493 1733 12.78
146 | 3 0.005 | 1493 1733 | 12.78
151 | 3  0.001 1495 1737 12.58

corpus. In similar way, we have established a multiword unit dictionary by using the extraction method described
in Section 3.3. Thus, these are a closed dictionary since a word will not have all its possible tags although the tags
'actually are within the corpus. In Korean, a morphoiogical analyzer plays an important role in POS tagging. We used
the morphological analyzer based on lexicalized morphotactics (Kim, 1996) for our experiment.

4.2 Performance_ evaluation

In this experiment, we extracted 3-gram of POS from the training corpus. Then, we combuted the relative frequency
count as the supervised parameter estimation method and used the Good-turning method (Good, 1953) for smoé)thing.
This model was then used to tag the test sentence in the test corpus. The results are indicated in Table 4. The table
shows that the performance varies as the control of two model parameters, p; and p;. Note that the first row on
the table is the performance concerned in the second order original HMM. In our experiment, the number of selected
multiword units is determined according to the value of p;, and p; in the training corpus. We get the best result in
the case of p; = 3 and ps = 0.01. As a result, the error reduction rate is about 13%. Total tagging accuracy is about

98%, and a gain of 0.2% in accuracy is produced.

4.3 Selected multiword units

In our experiment, Table 5 shows a part of the selected multiword units of which some are not intuitive. In the table,
the functional words are marked with an asterisk “*’. A selected multiword unit has at least one functional word.
This means that most error-prone words are functional words in Korean. A great number of endings are especially

error-prone functional words. The determination of correct POS for the endings requires syntactic analysis, but it is
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Table 5: A part of the extracted multiword units in our experiment

Left context Right context
of error-prone word | of error-prone word
(wia w;) (wi Wit1)
* ta* ha n*
ha e ke* &
ass*  ta* ha e
& nka* key* twi
ha - ko* ha ess*
ha key* ha ko*
key*  twi ko* ,
nun*  ke* ha nun*

e poi il &
e naka sulep* n*
T ya* ha I
ha mye* twi ess*
i* lan* ha nta*
n* il twi e
ey* ilu m* ul*
ul* tut yeph ey*
lul* tut key* ha

somewhat, but not completely, resolved by observing some words around the error-proné endings. A representative

example is a phrase constituted by an auxiliary conjunctive ending and an auxiliary verb.

5 Discussions

For POS tagging, a VMM (variable Memory Markov) model proposed by Schiitze and Singer (1994) is similar in
using variable-length context to our method. Both methods also adjust the length of context using errors. In order to
determine the context, Schiitze and Singer use the statistical error based on relative entropy, while we use the. error
environment including at least one error-prone word based on the conditional probability and relative freqﬁency count.
Another difference is a typ’e of variable contexts, that is, they use only POSs while we use LClIs as well as POSs. Brill’s
method(Brill, 1995) can also accept variable contexts. It, furthermore, have the nature of long-distance correlations
as well, but our proposed methods neglect it due to the Markov nature. This is a drawback of our proposed methods.
There is another tagging model with variable context, which is called PCM (probabilistic classification model) proposed
by Lin, Chiang, and Su (1994). PCM is also similar to our proposed method in applying to error-prone words. PCM
re-tags POSs to error prone words selected by CART while our method do not.

Now we turn to a method for extraa;ting multiword units, which is very similar to that for extracting colloca-
tions(Church and Hanks, 1990; Smadja, 1993; Su, Wu, and Chang, 1994). Especially our approach is similar in
using relative frequency count to the approach proposed by Su, Wu, and Chang (1994). We, however, use the condi-
tional probability as mentioned in Section 3.3. We observe that the conditional probability is good for extracting the

selectional restrictions through another experiment(Lee, Kim, and Kim, 1995).
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6 Con'clusion Remarks

In this paper, we have presented a POS tagging model with combining multiword units into an HMM and a method v
for extracting multiword units from POS tagged corpus. In this paper, the multiword units are defined as more than
one word which frequently canse POS tagging errors.

Our experiment shows an error reduction rate of about 13% as compared with the original HMM and a total
accuracy of about 98%. The results of experiments reveal that multiword units are well-suited to a type of the
lexical contextual information on an HMM. We expect that the pfoposed method shows the more promising results if
multiword units (not selected automatically, but error-prone words explicitly) could be added manually, but laboriously,

rather than automatically.
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Appendix: Koréan POS tags

sentence closer

right quatation and parenthesis mark
su unit

sy other symbols

f foreign word nca active common noun

S, comma 2
4
6
8
10
11 ncs - stative common noun 12 nc common noun
14
16
18
20

1
3 s left quotation and parenth~sis mark
5 s- connection mark

7 sw  currency

9

13 nq proper noun nbu  unit bound noun
15 nb  bound noun npp personal pronoun
17 npd demostrative pronoun nnn  number

19 nn  numeral -pv - verb

21 pad demonstrative adjective 22 pa  adjective

23 px  auxiliary verb 24 md demonstrative adnoun
25 mn numeral adnoun 26 m adnoun

27 ad  demonstrative adverb 28 ajw  word-conjunctive adverb
29 ajs  sentence-conjunctive adverb 30 a adverb

31 i interjection 32 jc case particle

33 jem adnominal case particle 34 jcv  vocative case particle

35 jea  adverbial case partcle 36 jcp  predicative case particle
37 jx auxiliary particle 38 jj conjunctive particle
‘39 ecq equal conjunctive ending 40 ecs subordinative conjunctive ending
41 ecx auxiliary conjunctive ending "| 42 exm adnominal ending

43 exn .nominal ending 44 exa adverbial ending

45 efp prefinal ending 46 ef final ending

47 xn  noun suffix 48 xpv verb-derived suffix

49 xpa adjective-derived suffix 50 - xa adverb-derived suffix

51 sp a space, specical tag
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