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Abstract

Research on Chinese part-of-speech tagging has been very active recently. However, there are
several problems the research must confront before a successful tagger can be realized. Among
them are word definition, segmentation, lezicon, tag set, tagging guideline, and tagged corpora.
We propose machine-clustered word classes as an alternative for pari-of-speech to be used in
class n-gram models. Chinese characters and words are automatically clustered into a predefined
number of classes using a simulated annealing approach. The 1991 United Daily text corpus of
approzimately 10 million characters is used to collect the statistics of character and word collo-
cation. We will show and discuss some preliminary ezperimental results, which are considered

promising and interesting.

1 Introduction

Word n-gram models are useful in many NLP applications. However, they have a lot of param-
eters, which need huge training data to estimate and take very much memory and disk space to
store. Thus, class n-gram models [1] have been proposed to reduce the number of parameters.
One of well-known class n-gram models is the Tri-POS model [6], which defines word classes
based on syntactic categories, i.e., parts-of-speech. It has been successfully used in many western
languages [5]. However, Chinese language models using part-of-speech information have only a

very limited success [4,11] due to the following difficulties encountered in Chinese part-of-speech

tagging [2]:

1. To define an appropriate Chinese part-of-speech tag set [10,15,16];
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2. To find a Chinese lexicon with complete part-of-speech informations;

3. To solve the word segmentation problems [3], e.g., word definition, unregistered words,

and compounds;

4. For human to do Chinese part-of-speech tagging; the parts-of-speech of numerous words

are either arguable or difficult to decide.
5. To find manually tagged Chinese corpora, counterparts of the Brown and LOB corpora in

Chinese.

In the paper, machine-generated disjoint word classes are proposed as an alternative for

parts-of-speech. The five problems listed above are solved at the same time.

1. Automatic clustering of Chinese words is used to generate the disjoint word classes. Thus,

the size of the tag set and the definition of classes are decided automatically.
2. Each word in the lexicon is assigned to one of the machine-generated disjoint word classes.

3. Any raw output of a word segmentation program can be used to train the automatic

clustering system. Words are defined as any segmented character strings.
4. There is no need for human to tag the disjoint word classes.

5. Any unsegmented, untagged text corpus can be used for training and/or testing.

The main concept is: Let machines do things in their own way. Chinese words, parts-of-
speech are not well-defined concepts even for human, not to mention machines. We consider that

this is why machines can not do word segmentation and part-of-speech tagging satisfactorily.

The other advantages include: (1) scalable: The number of classes (i.e., granularity) can be
adjusted easily according to applications; (2) adaptable: The word classes can be retrained on

corpora of different domains.
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2 Automatic Clustering of Words

2.1 The Problem

Let
T = wy, ws, ..., wr, be a text corpus with L words;
V = vy, vy, ...,uNv be the vocabulary composed of the NV distinct words in T’
C = Cy,Cs,...,Cnc be the set of classes, where NC is a predefined number of classes.
The word clustering problem can be formulated as follows:

Given V and C (with a fixed NC), find a class assignment ¢ from V to C which maximizes
the estimated probability of T', (T), according to a specific probabilistic language model.

For a bigram class model, find
¢:VC
to maximize
B :
B(T) = [ ] p(wil¢(w:))p($(wi)ld(wi-1))))
=1

Alternatively, perplezity [7] or average mutual information [1] can be used as the characteristic

value to optimize.

Perplexity, PP, is a well-known quality metric for language models in speech recognition. It

is also called the average word branching factor of the model.
PP=HT)t

In a sense, the language model reduces the difficulty of recognition task from distinguishing
NV words to distinguishing PP words. The perplexities PP for the word and class bigram

models are:
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1L
PP = ezp(_f > In(p(wilwi_1)))

=1

and
| L
PP = eap(~7 Z:ln(P(wil¢(wi))P(¢(wi)|¢(#’i—1))))

respectively, where w; is the j-th word in the text and ¢(w;) is the class that w; is assigned

to.

For class N-gram models with fixed NC, lower perplexity indicates better class assignment
of the words. The word classification problem is thus defined: Find the class assignment of the

words to minimize the perplexity of the training text.

2.2 Disjoint Word Classes

Linguistic objects in natural languages can be classified into four categories (Table 1): (I)
linguistically defined, ambiguous; (II) linguistically defined, disjoint; (IIl) artificially defined,
ambiguous; and (IV) artiﬁcially defined, disjoint.

ambiguous disjoint

linguistic | Chinese word, | Chinese character,
part-of-speech | English word

artificial | - machine-generated word cluster,
word equivalence class

Table 1: Taxonomy of Linguistic Objects

Most of Chinese NLP researchers have dealt with the problems from the linguistic point of
view. We have been trying to identify Chinese words from text, to tag the part-of-speech for
the words. However, these concepts (Chinese words, part-of-speech) are often poorly defined
or highly ambiguous (Type I). The computer is not good at resolving ambiguity according to
linguistic criteria. Thus, Type II objects are much easier to process than Type I objects. The
concept of word classes has been proposed to reduce the number of parameters in statistical
language models. Lee et al. [12] approximates Chinese word bigram by the idea of word-lattice-

based character bigram, because Chinese characters are disjoint, i.e., unambiguous (Type II)
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while Chinese words are boundary ambiguous (Type I). We can not find examples of Type III
objects. Kupiec[9] defined unambiguous word equivalence class (Type IV) based on possible

tags of a word for the part-of-speech tagging problem.

We propose the following directions for Chinese class n-gram models:

1. Using disjoint classes instead of ambiguous (overlapping) classes;

2. Using artificial (machine-generated) classes rather than linguistically defined classes.
In other words, Type IV objects are preferred over Type-I and Type-II objects.

2.3 A Simulated Annealing Approach

The word classification problem can be considered as a combinatorial optimization problem to be
solved with a simulated annealing algorithm. Jardino and Adda [7] used a simulated annealing
approach to automatically classify words in a French corpus of 40,000 words and a German

corpus of 100,000 words. A simulated annealing algorithm needs four components [38]:

(1) a specification of configuration, (2) a random move generator for rearrangements
of the elements in a configuration, (3) a cost function or objective function to evaluate a
configuration, (4) an annealing schedule that specifies time and duration to decrease the

control parameter (or temperature).

For the word classification problem, the configuration is clearly the class assignment ¢.
The move generator is also straightforward — randomly choosing a word to be reassigned to
a randomly chosen class. Perplexity can serve as the cost function to evaluate the quality of
word classification[7]. The annealing schedule follows that of Metropolis algorithm. Thus, the

clustering procedure is:

1. Initialize: Assign the words randomly to the predefined number of classes to have an initial

configuration;

2. Move: Reassign a randomly selected word to a randomly selected class (Monte Carlo

principle);
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3. Accept or Backtrack: If the perplexity is changed within a controlled limit (decreases or
increases within limit), the new configuration is accepted; otherwise, undo the reassignment

(Metropolis algorithm, see below);

4. Loop: Iterate the above two steps until the perplexity converges.

Metropolis algorithm [7]: The original Monte Carlo optimization accepts a new configu-
ration only if the perplexity decreases, suffers from the local minimum problem. Metropolis et
al. (1953) proposed that a worse configuration can be accepted according to the control param-
eter ¢p. The new configuration is accepted if ezp(APP/cp) is greater than a random number
between 0 andyl, where APP is the difference of perplexities for two consecutive steps. ¢p is

decreased logarithmically after a fixed number of iterations.

In the following two sections, we use similar simulated annealing techniques to automatically

cluster Chinese characters and words in the 1991 United Daily corpus.

3 Clustering Chinese Characters

3.1 The Corpus and Character Bigrams

The statistics of Chinese character bigram is based on the 1991 UD corpus (1991ud) of approxi-
mately 10,000,000 characters. There are totally 5,403 character types: the 5401 commonly used
characters in the Big-5 character set, a type for all 7,650 (13,051-5,401) other Chinese char-
acters in Big-5, and another type for special symbols, such as punctuation marks and foreign
characters (Arabics, English). There are 723,681 nonzero entries in the full 5403x5403 bigram
and 9,529,107 (= L) occurrences of character types.

To keep the clustering experiments running within reasonable time, using the whole UD cor-
pus for full character or word bigrams is not satisfactory. A smaller subcorpus, day7, containing
one day of news, was extracted from the 1991 UD corpus. There are 147,976 nonzero entries in

the full 5403x5403 bigram and 540,561 (= L) occurrences of character types.
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3.2 Experimental Results: Clustering 100 Simple Characters

To illustrate the clustering process, the first 100 Big-5 characters are chosen as objects to classify

(Table 2).

—Z T T T=ANLANIE+ P X
=X EYANA A ZT TN TFX A1
THYRLFF LSNP WITEEETR+H
NEAREAFERZFATFZHEATUATT
AMIIRAS ST IRTE RS 2 TTRIZ TV Z 27

Table 2: The 100 Characters to be Classified
The statistics for these 100 characters are extracted from the full 5403-character bigram for
1991ud. That is, a 100x100 submatrix is extracted from the 5403x5403 matrix. This is an

approximation of a text composed of these 100 characters. There are 1,968 nonzero entries in

the 100x100 bigram and 144,261 (= L) occurrences of them.
The control parameter ¢p is initialized to 0.1 and divided by two after every 1,000 iterations.

First, we tried to cluster the 100 characters into 10 classes (see Figure 1 for the converging
process). Omne of the classes, Class-0, is used to represent unknown characters and characters

with zero frequency (i.e., never occurs in the training text). We observe that:

o Initial configuration: Class-0 contains tle zero-frequency characters; all other characters
are assigned to Class-1. This practice follows the suggestion made by Jardino and Adda

[7]. Initial perplexity is 32.950.

o Perplexity decreases quickly at first several runs (each run corresponds to a fixed ¢p and

1,000 iterations), from 32.950, 22.052, 19.396, to 18.608 after the third run (cp = 0.025).

o If the classical Monte Carlo method is used — a new conﬁguration is accepted only if the

perplexity decreases, it will get stuck at a much worse local minimum.
o After only 12 runs (cp = 4.88 - 107°%), the perplexity converges to its final value 17.719.

¢ The clustering result is very encouraging. The final configuration is shown in Table 3.

— Class-3 consists of six digits.
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Figure 1: Clustering 100 Chinese characters: different NCs

— Class-9 consists of two characters + and :F, which are quite similar syntactically

and semantically.

— Class-1 contains several first characters of measure words, I, T_f', 7T, /z}, 5_}, etc;
Note that the classification is based on character bigram, so /Ncan be considered as
a part of measures such as ‘Q}ﬁ} .

— Class-0 is artificially made for unseen characters.

— Class-6 has a large family; somehow, members in the meaningful groups (1) T
(2) R/ (3) &L+ (4) ZT (5) LI)1] are together.

— The other classes are less meaningful.

— Two digits —, 7L are not assigned to Class-3.

Figure 1 also compares the converging processes for different values of NC and Table 4 shows
the converged perplexities. As expected, the perplexity decreases when the number of classes

increases. The perplexity of the character big}am model, i.e., NC = 100, is 11.250. If we
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Class

Members

Class-0 :
Class-1 :
Class-2 :
Class-3 :
Class-4 :
Class-5 :
Class-6 :

Class-7 :
Class-8 :
Class-9 :

AT FEHA-MTINTA
XHIBETAS

—FHIK

ToAZFN

A2 TN

Tz

ZT AN FFEY ARAT I LART
MU TEFHRTE=REANS
AXED .
AFOLARERE

+F

Table 3: 10 Output Character Clusters for the 100 Characters

classify the 100 characters into 30 (N C) classes, the perplexity is just 12.556. There is not much

difference. This shows the feasibility of class n-gram models: reducing the number of parameters

significantly, having competitive performance, requiring much less resources, and robust.

NC | Perplexity
1 32.959

2 28.442

5 21.947
10 17.719
20 14.760
30 12.556
50 11.472
100 11.250

Table 4: Perplexities for different NCs

3.3 Experimental Results: Clustering 5401 Chinese Characters

Running the full 5401-character bigram for a large corpus (L > 1,000, 000) takes fluge amount
of time. Note that Jardino and Adda [7] used much smaller corpora (40,000 and 100,000 words,

respectively). However, the algorithm has a time complexity proportional to L. They reported

that it took 7 hours on a 486-33 PC to classify 14,000'w0rds into 120 classes using a 75,000-word

training set. We have designed an incremental version of the system which is much faster than

the original version which recomputes all probabilities in each trial. In our experience, it took

20.06 CPU hours on a DEC 3000/500 AXP workstation to classify 5403 characters into 200
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classes (with 50,000 trials in each of 64 iterations) using 540,000-character day7 corpus.

We have conducted three experiments on the day7 corpus.

650 — ™ T T —— ™

5501 i

NC=50

perplexity

300 L NC=200,Iter=10000

NC= 200, Iter=50000

200 ' 1 L -l 1 L 1 1, 1
0 2 4 6 8 10 12 14 16 18 20

-log cp (control parameter)

Figure 2: Clustering 5,401 Chinese characters: the converging process

Experiment 1:

Number of Classes: 50

Initial cp: 0.1

Initial perplexity: 675

Characters with frequency less than 3 are assigned to Class-0

Number of iterations in each run: 10000

The perplexity converging process (Figure 2): 675, 628, 626, 619, 610, 589, 562, 541, 522,
..... , 430 (cp too small, less than 10~20)

The final configuration:
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Class-0 contains 2,293 characters. -

Class-1 contains human-related characters, ATFRBEFLERRESEEKR Eﬁ
R fe i, ..

cmm4—A§fﬁt%$¥ﬁL%&$L@%

Class-18 contains: (numbers) T AN ST R L PEIEIERS .

Class-20 : FLAAAE KR TE & Pz E R e IR 2R s 4
=3 Many of them are conjunctions.

Class-21 consists of FF{Ti'E @B RMSHIREAL I AMMRIE S A BER G
Fﬂﬁé%?@%‘”ﬂﬁﬁ?ﬁ%ﬁfﬂiéiﬁi%%ﬁ%%iﬁ@ Almost all pronouns are in-
cluded in this class.

Class-22 and Class-24 are composed of measure words among others:

(Class-22) 7053 M IR SEARRD IR A FEAS BR SR AR IARS,

(Class-24) R H A EJKITEE kﬁﬁ*ﬁﬂﬁﬁﬂﬁ&%ﬁﬁ%ﬂﬁ@ﬁﬁ%éiﬁ
R REE R It

Class-26 contains several function words, XAA Ao S IR BN 25 58 06 s 5
FIANER B A3 15 & B AP S sk B R MR A EE B

Class-28 contains several surnames: -3¢ L& ZILR R BRZE BB B
Z AR E R ER TR R E B R G EH I B R AR A
JEHERIERY Z%?E, among others.

Class-37 consists of orders of ten, +F T a B R SRR

Somehow, we consider that 50 is not enough for character class discrimination.

Experiments 2 and 3:

Number of Classes: 200

Initial cp: 0.1

Initial perplexity: 675

Characters with frequency less than 3 are assigned to Class-0
Number of iterations in each run: 10000 and 50000

The perplexity converged to 274 and 258, respectively (see Figure 2).
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11
19
23
25

26
51
52
&7
63
69
70
72
73
78
81
87
94
106
114
124
128
135
138
139
140
141
144
160
173
189
190
196

)V R e E AT By e s Rk 2 EHE S

ZT AR ER P IS TR IEEE..

A e B TR R R E

TOIR IRETIA R SAME S

ELAR ST B IR B AR R AT A SR Gk e B R IR M ER R Ak

T EERITASERSR 515 RZEEK R Rb 2 R AR IR R Z= A gt va Al
RAELRREREE RET A AR SR G B E D HEENS
R EAR SIS R R PR R

R H iR

RiFEZESR

+8

HHRRE NG LR
FHMEHD

™ Ei#E

R

&+ HEBME

HREFHE M

FHEE%

LA PR R B R S IR R
g WA

BB E ERMEES
+HE

JKEIE

G

7 R B E R R

BRI R BRI R g
4 |

SEEFERE

— Wi

[ 2 R HEN PR ik 2 IR
SIEFEEEN R E R =
2 B E R IR AR TS

T RL G E g RS

=R NPYERER

AT IR M HIBR R & R R
2R RSB E

Table 5: Part of Output Character Clusters
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o See Table 5 for part of the final configuration with Iter = 50000.

The listed classes have obvious meanings, the others are less clear. However, we observe

that function-word and content-word characters are usually grouped separately.

Test Set Perplexity

To evaluate the performance of classification, we use another subcorpus day5 (544,606 charac-
ters) to compute a test set perplexity. For character clustering, smoothing is not necessary since
the character set is mapped to a fixed set of 5403 character types. Table 6 shows the test set
perplexities for different NC and number of trials per iteration (Iter). In general, classifications
with higher NC have lower test set perplexity because the character set is closed. Clustering

with higher Iter also reduces test set perplexity but with limit.

| NC | Tter | Train PP | Test PP |
50 | 10000 | 430.266 | 461.355
200 | 10000 | 274.916 | 290.208
200 | 50000 | 258.124 | 274.470

Table 6: Test Set Perplexities

4 Clustering Chinese Words

4.1 The Corpus and Word Bigrams

The statistics of Chinese word bigram is based on tﬂe above-mentioned {day7) corpus. The
corpus is segmented automatically into clauses, then into words by our Viterbi-based word
identification program VSG. There are totally 42,537 clauses, 355,347 (= L) words (189,838 1-
character, 150,267 2-character, 10,783 3-character, 4,460 4-character), belonging to 23,977 word
types (3,377 1-character, 16,004 2-character, 2,461 3-character, 2,135 4-character). There are

203,304 nonzero entries in the full 23,977x23,977 bigram, which is stored in compressed form.

4.2 Experimental Results: Clustering Chinese words
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Figure 3: Clustering Chinese words: the converging process

Initial Configuration

Words with frequency less than m (default value: 5) are assigned to Class-0, the unseen word
class [7]. Punctuation marks are assigned to a special class Class-1. 1-4 character number
words are assigned to Classes 2-5, respectively. (Note that the numbers are composed by lexical
rules in our word segmentation program VSG.) All other words are assigned to Class-6. Initial

perplexity is 2,048.

Word Clustering: Changing NC and Iter

Numbers of experiments have conducted on the day7 corpus with different parameters. The

following table shows the converged training set perplexity.

As expected, classifications with higher NC or higher Iter have lower training set perplexities.

However, it is not the case for test set perplexity. Figure 3 shows the perplexity converging
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| NC | 10,000 iter. | 20,000 iter. | 50,000 iter. |

50 1305 1234 1203
100 1212 1140 1099
200 1068 1019 960
500 723 699 667

Table 7: Training Set Perplexities

processes for iter = 50000.

Testing Set Perplexities

For the problem of unseen words and bigrams, we adopt a similar linear smoothing scheme to
that of Jardino and Adda [7]. (For details, see the original paper.) The interpolation parameters

o and B are set to 1 — 107° and 0.1, respectively.

Four subcorpora are used: day7 for training, day5, day8, day9 for testing. Simple statistics

are summarized in Table 8.

| corpus | #clauses | #vocabulary | #words |

day7 42,539 | 23,977 | 355,347
day5 44,334 24,706 | 360,464
day8 27,946 18,948 | 232,818
day9 26,579 19,111 | 221,105 |

Table 8: Four Subcorpora: day5, day7, day8, day9

The test set perplexities are summarized in Table 9 (for Iter = 50,000).

It appears that the most appropriate number of classes is about 150 to 200 for the size of

training corpus. The clustering with NC = 500 is apparently overtrained (Figure 4).

‘Word Classification Results

As we all know, the smallest meaningful unit in Chinese is words rather than characters. The

classification results for words are also more meaningful, if the clustering is well trained. When
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| NC | day5 | day8 | day9 |
50 | 1543 [ 1548 [ 1489
100 [ 1491 | 1495 [ 1437
150 | 1482 | 1487 | 1427
200 | 1478 | 1489 | 1436
500 | 1655 | 1637 | 1594

Table 9: Test Set Perplexities: day5, day8, day9

we set Iter to 10,000, the result did not have clear meaning. However. we now set Iter to 50,000,

the classification results are encouraging.

For NC = 200, 15,900 words are assigned to the six special classes (15070, 5, 17, 131, 266, and
411 words, respectively). The other words are assigned to the other 194 classes, approximately
according to part-of-speech. Part of the output clusters are shown in Table 10. The following

are some observations:

¢ Title nouns: Class-7

¢ Place nouns: Class-10 (counties, cities, towns), Class-25 (nations, capitals, etc.), Class-79

(organizations)
¢ Time nouns: Class-12 (seasons), Class-44 (weekdays), Class-196
o Personal Names: Class-14, Class-42 (including some foreign names)
¢ Common Nouns: Class-6, Class-9, Class-11, Class-13, Class-27, Class-33

o Verbs: Class-8, Class-22 (J2-related), Class-37 (55 -related), Class-38 (count-related),
Class-45 (1-character verbs)

e Adverbs: Class-15

¢ Prepositions: Class-16, Class-26,

o Adjectives: Class-17

e Conjunctions: Class-23, Class-29, Class-34

o Modals: Class-67

¢ Number nouns: Class-2, Class-3, Class-4, Class-5, Class-91

o Measure nouns: Class-36, Class-70, Class-74
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11
12
13
14

15
16
17
22
23
25

26
27
29
33
34
36
37
38
42
44
45
67
70
74
79
91
196

FREESCAE /D [ AT (BRI [ DT [SC8R [ AR [ A [ RERY ..

SYieH/ RAUR A/ ER/ERBA /R /BEN/RR/RR /D /KE [/ BE/Fh /53R /
BIEE /Bl /2 /B BB /R /ER/AE/RIER/BRR/MUR/EER/ BR/ER/EEAN/
R/ ER/BER/BR/EE/EET/OR/BEE/FHR/ 2R

SW /KB FH/RRE /[P /1L RS /B0 (R /1t /e /f0% /158T /...

DE/ N NE/ R R/ A%/ /P18 /B0 Gk /808 /68t ...

/N ZE /KR AR/ G/ G0/ G B IEE /R /RIE/1EE/ ik /mR/EE/ B/ R/
Hii /BN G/ BR /AT B/ 5t/ F#R /et /8L SR W5/ BE

95 /6L /B [ R8BI/ 2250

Z/R/B 8%/ RE/ IR/ B/ 0/5R R TR EF R ..

N/ B Fib/FEB/ZE/ 4 WE) AN LB/ EFHRER/UN/...

/8 X/ &R/ F/ &R/ E/ BB E G/ W5 G E

/5% 5/ 38/ 18 /125 | B /5 9522 |8 /8t 4% | 6%

BIN/+5 [ R%B[RIG/ DB /B 2B/ =B/ KE /RN ...

K&/ KRE[CR/EZEE A B[R FE RS [1ER] ...

RER A2 ER/ R/ R 26 16252 518

/) L3622 T /it /30 B/ 7235 [ 4 e | 58 1 s /0 ) 4k | B ) 255/ HETR 6 e 208

Mzt /st RIE /AR [ . B il A A A E S 2% R/

DA/ DU /S /KB 2 (2 FR0E ST S B B R

S Tk /e EIy ERE RR M [ R S R S 35t

R/ BRE /W ek /HETG /A /A [T B [ TR R ..

B/ KB/ FEE [N /1 TER AN S0 B [ R 1R HiE /18 ot /R B E ..
/AR SO BT KR R KB 4 CI8 e S ..

TR T2 PR [tk /0 68/ DABG | 5 — T8 [ SH% T L it | R A L b 25 88 0 ..
S |/ % F [ BT | BRI 4 [ SNERIE B I B8 | S X | R B | BN BT ..
RHR/—B /Ty /R /B /DA | BVE/ DSk /A 00 /7 TR/ e/ &5t /i) B 2030/ 40/ 4/ B ..
</ SVEE R R e e

R R FoR% 7 AR ¥ | B 1 16 {5 R /367 B T [ e 8 1 ..
BRI B [ R R [ i R R E R ..

R %5 B Tk SRR BUHE KIS Bt S B A6 NG0E 78 BUAE 5 | B S W6 95 5 B R B B
SF/BF/ L/ R/ KB /ER/BF BN/ —/ R 0 /AR VD [y EE/E— & /...

/51 E/ 5/ [E50/18)0 1 /R /72 Te8k /VBR a1 /R 5 2R ..

Rk Rl | R/ FIGR 70— — B B8 AR &3 /5 [ 71 /I D [ RIS R [tk A .
INFF 5358 | 153 AR )T [ VB /42 ) 2 HEei A8 )t L B R

T8/ 4553 [ ANFR [ ANR JANTE AN AN N0 | =55 AR ST T AR W .

AT AT AN E TG A VR B R B R B B e R B

T/ B R e 6% E

HILE O U T —BE RO IR B S ) G R SR [ RETE W L e 55 1

Table 10: Part of Output Word Clusters
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Figure 4: Training vs. Test Set Perplexity

e Equi-length words are usually grouped together. For example, one-character verbs, two-

character verbs, one-character nouns, two-character nouns are grouped separately.

4.3 How to Use the Classification Results

The classification results of words (or characters) can be used in language models for speech
recognition or OCR postprocessing. The class-ids for the words can be stored in the system
dictionary. Words in a new input sentence are just automatically mapped to the classes through
dictionary look-up. Thus, a class n-gram language model can be easily built up based on the
machine-generated classes. As we mentioned, the number of classes can be adjusted according
to the size of training corpus and application needs. As a common rule of thumb, the size of
training data should be at least 10 times the number of parameters. Thus, if we have a corpus
of size L for an N-gram model, the appropriate number of classes NC can be computed using

the equation:
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L=10-NCV

For example, if bigram (N = 2) models are used, NC is 100 for L = 100,000 and 1000 for
L = 10,000, 000.

For evaluating the performance of such language models, the test set perplexity can be
used. In a sense, the language model using the day7-trained character clustering reduces the
difficulty of recognition task from 5403 (character types) to 461 (NC = 50) and 274 (NC =
200). Similarly, the day7-trained word clustering reduces task difficulty from 24,706 to 1,543
(NC = 50) and 1,478 (NC = 200).

5 Other Approaches for Automatic Word Clustering

5.1 Brown et al. (1992)

Brown et al. [1] presented several statistical algorithms for automatic word classification. They
use the average mutual information I (Ci,C;) as the characteristic value to maximize for a class

bigram model:

P(C5]C:)

I(C:,Ci) = 3 P(CiCs)los s

CiCy

They proposed two word clustering algorithms [1]:

Greedy-style Merging (1) Assign each word to a unique class and compute I(C;, C;); (2)
Merge two classes if the loss in I(C;, C;) is least; (3) C classes remains after V' — C times
of merging; (4) For each word in vocabulary, move it to a dass to maximize the average
mutual information. The merging steps prbduce a binary tree according to statistical
similarity. However, they reported that this algorithm is not practical for a vocabulary

with more than 5,000 words.

Add-One Merging For a larger vocabulary, (1) Assign each of the NC most frequently used

words to a unique class; (2) Assign the next unclassified word with largest frequency to
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a new class Ciycy1), and merge two classes if the loss in I(C;, Cj) is least; (3) After
V — C steps, the NV words in the vocabulary are assigned to NC classes. A 260,741-word

vocabulary had been classified into 1,000 classes this way.

Using a 1001-word window and the concept of semantic stickiness, they had classified English

words semantically and had interesting results [1].

5.2 'Ney and Essen (1991)

Ney and Essen [13] proposed a decision-directed, iterative unsupervised learning procedure: (1)
Choose an initial mapping ¢ : V; = C; = #(V;) (2) Update the bigram and word counts N (C;W)
and N(C;); (3) Compute the probability estimates P(W|C;) = N(C;W)/N(C;); (4) Find the
optimal class ¢(V;) for each predecessor word V;

#(V;) = argmazc, Z N(V;W)log P(W|C;)
- \

A German corpus of 95,671 words (NV = 14080) and a English corpus of 1,157,260 words
(NV = 49615) have been classified into 128 classes this way.

5.3 Schutze (1993)

Schutze [14] proposed the idea of category space. A category of each word is represented by a
vector in a multidimensional real-valued space. The category space is built by collecting various
word distributional information. Four bigram matrices are built with distances -2, -1, 1, 2.- A
sparse matrix algorithm SVDPACK is then used to compute fifteen singular values for each
word. A word is represented as a 15-dimensional vector in the category space. Close neighbors
in the space are grouped into a word class (part-of-speech). A linear-time clustering algorithm
called Buckshot was used to cluster the category space. The experiment was conducted on a
5000-word vocabulary. 278 high-frequency closed-class words such as prepositions are assigned
distinct classes. The other 4,722 words were clustered into 222 classes. A second singular value
decomposition was then performed on 22,771 words from New York Times based on the resulting

500 classes. Finally, a second Buckshot was used to classify the words into 200 output clusters.
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6 Cohcluding Remarks

We have proposed using machine-generated disjoint word classes as an alternative for the popular
word class — part-of-speech in Chinese class n-gram models. A simulated annealing approach is
used to cluster Chinese characters and words into a predefined number of classes. Encouraging
and interesting experiment results on the 1991 UD corpus have been shown and discussed.
Future works include (1) more experiments on word clustering with different parameters; (2)
studying more efficient algorithm for simulated annealing; (3) using windows to study semantic
clustering; (4) applying to language models for speech recognition or OCR; and (5) studying
and applying different clustering approaches.
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